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The *“user illusion™ of this groundbreaking book’s
title comes from computer design and refers to the
simplistic mental image most of us have of our PCs.
Our consciousness, says Nprretranders, is our user
illusion of ourselves.

During any given second, we consciously process
only sixteen of the eleven million bits of information
our senses pass on to our brains. In other words, the
conscious part of us receives much less information
than the unconscious part of us. We should trust our
hunches and pursue our intuitions because they are
closer to reality than the perceived reality of
consciousness.

In fact, most of what we call thought is actually the
unconscious discarding of information. What our
consciousness rejects constitutes the most valuable
part of ourselves, the “Me” that the “I” draws on for
most of our actions — fluent speech, riding a bicycle,
anything involving expertise. Since this discarding
takes time, there’s a half-second delay between reality
and our perception of it. If a baseball player thought
about swinging at a pitch, he’d never hit the ball.

makes the case that humans are
designed for a much richer existence than process-
ing a dribble of data from a computer screen, which
actually constitutes a form of sensory deprivation.
That there is actually far too little information in the
so-called Information Age may be responsible for the
malaise of modern society,
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What is done
by what is called myself is, I feel,
done by something greater
than myself in me.

JaMEs CLERK MAXWELL
on his deathbed, 1879
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PREFACE

Consciousness is at once the most immediately present and the most
inscrutably intangible entity in human existence.

We can talk to each other about consciousness, but it is fundamen-
tally, ineradicably subjective in character, a phenomenon that can be
experienced only alone, from within.

Consciousness is the experience of experiencing, the knowledge of
knowing, the sense of sensing. But what is it that experiences the expe-
rience? What happens when one observes the experience of experi-
encing from without and asks, “How much does consciousness actually
observe?”

In recent years, scientific investigations into the phenomenon of
consciousness have demonstrated that people experience far more
than their consciousness perceives; that they interact far more with the
world and with each other than their consciousness thinks they do; that
the control of actions that consciousness feels it exercises is an illusion.

Consciousness plays a far smaller role in human life than Western
culture has tended to believe.

Historical studies indicate that the phenomenon of consciousness as
we know it today is probably no more than three thousand years old.
The concept of a central “experiencer” and decisionmaker, a conscious
I, has prevailed for only a hundred generations.

Judging from the scientific experiences upon which the following
account is based, the rule of the conscious ego will probably not last for
many more generations.

The epoch of the /is drawing to a close.
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The User Illusion is an account of a number of astonishing scientific
insights that shed light on the phenomenon of consciousness and
on just how much—or how little—of human life can genuinely be
described as conscious.

It is the story of what these insights signify—of their implications for
our perception of ourselves and our view of free will; the possibility of
understanding the world; and the degree of interpersonal contact
beyond the narrow channel of language.

The starting point for this account is scientific culture, and the cul-
ture of the natural sciences in particular; but its horizon is culture as a
whole. This book aims to combine science with everyday life; to shed
light on everyday things we take quite for granted, against a back-
ground of breakthroughs in numerous scientific areas that apparently
haven’t the remotest connection with either our consciousness or our
everyday lives.

This is an ambitious book, which clashes now and then with time-
honored notions of such concepts as the I and information and intro-
duces new ones such as the Me and exformation, yet its language is
accessible to anyone who wants to try and read it—even though it does
rather begin at the deep end.

In mathematics, physics, and computation theory, it has become
increasingly clear since 1930 that the basis of objectivity is itself subjec-
tive; that no formal system will ever be able to substantiate or prove
itself. This has led to a conceptual change in our view of the world,
which has been realized in the natural sciences only over the last
decade. The result has been a radical change in our understanding of
concepts such as information, complexity, order, chance, and chaos.
These conceptual shifts have made it possible to forge links with the
study of phenomena such as meaning and relevance, which are vital to
any description of consciousness. The first section of this account,
“Computation,” looks at these shifts.

In psychology and communication theory, it has become clear since
1950 that the capacity of consciousness is not particularly extensive if
measured in bits, the unit of measurement for information. Conscious-
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ness contains almost no information. The senses, on the other hand,
digest enormous quantities of information, most of which we never
even become conscious of. So large quantities of information are in.
fact discarded before consciousness occurs; a state of affairs that corre-
sponds perfectly with the understanding of the processes of computa-
tion that made their breakthrough in the 1980s. But much of the
information from our surroundings that our senses detect does influ-
ence our behavior: most of what goes on in a person’s mind is not con-
scious. The second section of this book, “Communication,” is about the
kind of information that is rejected but nevertheless important.

Since the 1960s, neurophysiologists have studied consciousness by
comparing people’s subjective reports with objective measurements of
the activity in their brains. The astonishing results indicate that con-
sciousness lags behind what we call reality. It takes half a second to
become conscious of something, though that is not how we perceive it.
Outside our conscious awareness, an advanced illusion rearranges
events in time. These findings collide with time-honored notions of
man’s free will, but this book maintains that the danger is not to our
free will but to the notion that it is the conscious [ that exercises our
free will. These matters are the subject of the third section of this
account, “Consciousness.”

The view of earth as a living system has been transformed since space
travel began in the 1960s. At the same time, the advent of the computer
as a scientific tool has transformed the picture of our abilities to pre-
dict the world and our actions upon it. The tendency of civilization
to plan and regulate is now challenged by what we have learned in
recent decades about ecological connections and the unpredictability
of nature. The ability of consciousness to assimilate the world has been
seriously overestimated by our scientific culture. The importance of
accepting the nonconscious aspects of man is the subject of the fourth
section of The User Illusion, “Composure”: Even though consciousness is
something we can experience only for ourselves, it is vital that we begin
to talk about what it really is.

This book was written during a period I spent as lecturer in residence
at the Royal Danish Academy of Art in 1990-91, subsidized by the Cul-
ture Fund of the Ministry of Culture. Else Marie Bukdahl, principal of
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the school of pictorial art, deserves heartfelt thanks for making this
arrangement possible. Thanks also to Anette Krumhardt and the staff
and students at the academy for an inspiring partnership.

The philosopher Ole Fogh Kirkeby has provided years of guidance
and encouragement; the physicists Peder Voetmann Christiansen, Sgren
Brunak, and Benny Lautrup have been vital sources of inspiration.

A long list of scientists have generously found time for interviews
and conversations about the matters examined in this book. Special
thanks to Jan Ambjgrn, P. W. Anderson, Charles Bennett, Predrag
Cvitanovic, Henning Eichberg, Mitchell Feigenbaum, Walter Fontana,
Lars Friberg, Richard Gregory, Thomas Hgjrup, Bernardo Huberman,
David Ingvar, Stuart Kauffman, Christof Koch, Rolf Landauer, Chris
Langton, Niels A. Lassen, Benjamin Libet, Seth Lloyd, James Lovelock,
Lynn Margulis, Humberto Maturana, Erik Mosekilde, Holger Bech
Nielsen, Roger Penrose, Alexander Polyakov, Per Kjargaard Ras-
mussen, Steen Rasmussen, Peter Richter, John A. Wheeler, and Peter
Zinkernagel.

Benjamin Libet, whose work plays a very special role in this account,
displayed great openness when answers were needed to detailed ques-
tions about the scientific records of his epochmaking experiments.
Thanks are also due to Jesper Hoffmeyer and Niels A. Lassen for
pointing out the significance of Benjamin Libet’s results.

Warm thanks to Sgren Brunak, Peder Voetmann Christiansen, Niels
Engelsted, Henrik Jahnsen, Ole Fogh Kirkeby, Arne Mosfeldt Laursen,
Sigurd Mikkelsen, and Johs. Mgrk Pedersen for their comments on the
first draft of the book. Finally, a very big thank-you to Claus Clausen for
editorial support during the writing process.

Copenhagen, September 1991
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CHAPTER 1
MAXWELL’S DEMON

“War es ein Gott, der diese Zeichen schrieb?” (“Was it a god that wrote these
signs?”) asked the Austrian physicist Ludwig Boltzmann, drawing on
Goethe to express the excitement and wonder that four brief mathe-
matical equations could elicit in the mind of a physicist.

There were grounds for wonder. In the 1860s, a Scottish physicist
named James Clerk Maxwell succeeded in summarizing all that was
known about phenomena such as electricity and magnetism in four
short equations possessed of as much aesthetic elegance as theoretical
impact. But Maxwell did not merely succeed in summarizing in his
equations everything people already knew. He also succeeded in pre-
dicting phenomena that nobody thought had anything to do with elec-
tricity and magnetism—phenomena that were not discovered until
after Maxwell’s death in 1879.

How could this be possible? asked Ludwig Boltzmann, a contempo-
rary of Maxwell’s and a colleague in the formulation of important theo-
retical landmarks. How can a summary of a rich and varied collection
of phenomena occur with so few and such powerful symbols as those
we find in the four famous lines that constitute Maxwell’s equations?

In a sense, this is the very mystery of science: Not only can it pursue
the goal of saying as much as possible in as few words or equations as
possible, drawing a map of the terrain, a map that simply and clearly
summarizes all the important data and thus allows us to find our way;
but—and here lies the mystery—it can create a map that enables us to
see details of the terrain that were unknown when the map was drawn!
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Physics was founded as a theoretical science through a form of cartog-
raphy that unified widely disparate phenomena into a single theoreti-
cal basket. In 1687, Isaac Newton was able to undertake the first major
unification of widely differing natural phenomena into a single theo-
retical image when he presented his theory of gravity. The theory itself
was of considerable mathematical elegance, but his real achievement
was in summarizing knowledge of two widely differing, already familiar,
groups of phenomena. In the early 1600s, Galileo had founded the
modern theory of the motion of bodies on earth—falling bodies, accel-
eration, oscillation, and much more besides—and during the same
period, Johannes Kepler had formulated a series of laws governing the
movement of the planets around the sun. Galileo and Kepler both
based their theories on observations—for Galileo it was his own experi-
ments; for Kepler, the planetary observations of the Danish astronomer
Tycho Brahe.

Newton’s feat was to unify these theories—Galileo’s about earth
and Kepler’s about the heavens—into one theory that embraced
heaven and earth. Only one principle mattered: gravity—something
that nobody yet understands.

Newton’s theory became the model for all later physics (and in
effect all other science too), where Grand Unified Theories of widely
different fields became the ideal.

However, it was only James Clerk Maxwell’s famous equations from
the last century that heralded the Second Grand Unification. Where
Newton had unified heaven and earth, Maxwell unified electricity and
magnetism.

The entire modern scientific view of the universe is based upon the
occurrence of a handful of forces in nature—gravity, electricity, mag-
netism, and two more, which operate in the world of atoms. These
forces describe how different material bodies affect each other, and the
real point is that there are no more forces than the ones listed here.
Everything that is known can be described with the help of these forces
and their effects.

So it was tremendously significant when it was realized in the last
century that there was a link between two of these forces: electricity and
magnetism. In 1820, a Danish scientist, Hans Christian @rsted, discov-
ered that a magnetic needle is deflected by an electric current. Until
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then, nobody had realized there was a link between electricity and mag-
netism, two well-known phenomena. In 1831, Michael Faraday proved
the converse of Drsted’s discovery: that a current is produced in a
conductor exposed to a varying magnetic field—what we call electro-
magnetic induction. When Faraday was asked what practical use his dis-
covery might have, he replied, “What use is a baby?”

James Clerk Maxwell was a few months old when Faraday discovered
induction. Thirty years later, Maxwell achieved the Second Grand Uni-
fication in physics, when his equations summarized the achievements
of Faraday, @rsted, and many others.

Maxwell worked very consciously in analogies. He theorized about
the electrical and magnetic phenomena by imagining vortices in space
which represented the fields that caused the electrical and magnetic
phenomena. He consciously used simple images that could be for:
gotten once he understood the phenomena well enough to express
them in mathematical form. One had to begin with a “simplification
and reduction of the results of previous investigations to a form in
which the mind can grasp them,” Maxwell wrote.2

By thinking of vortices (which later developed into a hypothetical
model made up of little cogs), Maxwell arrived at the conclusion that
some extra little vortices were needed if the mechanical analogy
between electricity and magnetism was to work. The new vortices did
not correspond to any known phenomenon but were necessary for the
mental picture to make sense, for the map to be as tidy as possible.

When Maxwell calculated the velocity at which these tiny hypotheti-
cal vortices dispersed through space, he discovered that they spread at
the speed of light. That was odd, because it had never occurred to any-
body that light had anything to do with electricity and magnetism. But
Maxwell discovered that light is electromagnetic radiation—shifting
electrical and magnetic fields that travel out into the universe, alter-
nating forever at right angles to the direction of their dispersal. An
astonishing image, it explained the nature of light, an issue scientists
had been discussing for centuries.

So Maxwell’s equations describe not just what they were written to
describe but also—as a bonus—light itself; and light turned out to have
a whole range of relatives. Radio waves, X-rays, infrared radiation,
microwaves, gamma rays, and TV waves (the first of them was discov-
ered by Heinrich Herz in 1888, just nine years after Maxwell’s death).

The material significance of Maxwell’s equations was thus enormous.
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What would the twentieth century have been like without radio, X-rays,
television, and microwaves? Better, maybe; different, certainly.

As Heinrich Herz said of Maxwell’s equations, “One cannot escape
the feeling that these equations have an existence and an intelligence
of their own, that they are wiser than we are, wiser even than their dis-
coverers, that we get more out of them than was originally put into
them.”3

How could Maxwell hypothesize his way through his analogies to
something nobody had yet discovered? That was the question Ludwig
Boltzmann was really posing when he asked if Maxwell’s equations had
been written by a god.

In a sense, Maxwell gave his own answer, as he lay dying of cancer.
Visited by Professor F. J. A. Hort, a colleague from his Cambridge days,
Maxwell said, though without a thought to Boltzmann, “What is done
by what is called myself is, I feel, done by something greater than myself
in me.”

It was not the first time Maxwell had suggested that many scientific
ideas arise somewhere in the mind that is beyond the control of con-
sciousness. Shortly after his father’s death, in 1856, he wrote a poem
about “powers and thoughts within us, that we/know not, till they
rise/ Through the stream of conscious action from where the/Self in
secret lies.” It was not through a conscious act of will that Maxwell saw
the light in his equations, “But when Will and Sense are silent, by the
thoughts that come and go . . .”>

Such sentiments are far from unusual among the great natural scien-
tists, who in fact speak more often than not of unconscious or even
mystical experiences as the basis of their knowledge. So in that sense it
was not Maxwell who wrote Maxwell’s equations. It was something
greater than himself in him.

Physicists have tried to repeat Newton’s and Maxwell’s feats of unifying
widely differing theories about widely differing phenomena ever since.
But they have not hit the unification jackpot yet.

Certainly, in this century, Albert Einstein succeeded in developing
new ideas based on those of Newton and Maxwell, but his wondrously
beautiful theories of relativity about motion and gravity unified no
natural forces.
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On the other hand, physicists studying the atomic world have discov-
ered two fundamental forces of nature in addition to the gravitational
and the electromagnetic: the strong force and the weak force, which
exist at the atomic and subatomic level.

The weak force acts only in so-called radioactive decay. The strong
force acts only in the atomic nuclei. In the 1960s, Abdus Salaam and
Steven Weinberg succeeded in unifying the theory for the weak force
and the theory for electromagnetism, enabling us to understand them
as one force. In the 1970s, other physicists managed to show that the
strong force, too, could be understood as a variation of this new
“electro-weak force.” So some new order was brought into the picture,
but really all the physicists had done was to fit two newly discovered
forces together with the old familiar ones. The picture may well be
known as Grand Unification, but a vital piece is still missing, and
without it the ultimate unification cannot take place. The missing piece
is gravity.

In the 1980s, theories about entities called “superstrings” aroused
great interest, because for the first time there was cause to hope that
we could unify the theories of gravity (Einstein’s theories of relativity)
with the theories for the electromagnetic, the weak and strong forces
(nuclear and particle physics). Superstrings involve incredibly tiny
vibrating elements that are the building blocks of all matter in the uni-
verse. But this Third Grand Unification has turned out to be a difficult
road to follow—and, in any case, it is clearly less interesting than the
first two unified field theories.

Isaac Newton’s great contribution was, after all, that he unified
heaven and earth; Maxwell’s, that he unified such everyday phenome-
na as magnetism, electricity, and light. Superstring theory, however,
has nothing to do with everyday life; it pertains to extreme, peculiar
conditions that are anything but familiar to us—and these conditions
are a very long way from being available to physicists for experiments
that can be performed anytime soon.

Today, despite enormous sums spent on complex apparatus—such
as at the European Organization for Nuclear Research (CERN), near
Geneva—nobody really believes that the Third Grand Unification—the
theory that will unify all the forces of nature—can be attained in the
foreseeable future. There may be much talk about such a theory being
just around the corner, but as the superstring theories show, even if it
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did appear, it probably would not tell us much about our everyday lives
that we did not already know. A pretty disappointing bit of unification
at that.

During the 1980s, however, a number of astonishing, dramatic break-
throughs did take place that diverted physics from the tendency that
had dominated the twentieth century.

For most of the past century, physics has been moving away from our
everyday lives, away from the phenomena we can observe through our
eyes. Bigger and bigger accelerators and more and more complicated
apparatus have been developed to study bizarre effects physicists claim
would shed light on how to unify the theories of gravity with the theo-
ries from the atomic level. So far without success.

In the 1980s, a range of new theories, such as chaos, fractals, self-
organization, and complexity, once again turned the spotlight on our
everyday lives. Physics may have understood lots of finicky details via
experiments carried out at expensive research plants, but it is hard-
pressed to explain everyday phenomena; science has a tough time
answering the sort of questions children ask—questions about the
shape nature takes, about the trees, clouds, mountain ranges, and
flowers.

THEORY OF RELATIVITY
QUASITUM MECHANICS
~191
NEWTON MAXWELL GRAND
1687 1860s UNIFICATION
~1970
KEPLER ORSTED
GALILEI FARADAY FRACTALS/ CHAOS
~1600 ~1820 ~1980
T T L] L) I 1 | 1] :—
1500 1600 1700 1800 1900 2000

Major events of modern physics

Theories about chaos and fractals have captured great general in-
terest, because they contain genuine new insights and have brought
with them a completely new aesthetic form, especially with fractals as
computer graphics.

But in fact the most interesting aspect of this new departure is that,
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combined, these fields contain a series of dramatic conceptual inno-
vations that may lead to the Third Grand Unification: not a theory
unifying gravity and atomic theory, but a unification of science and
everyday life. A theory that will explain in the same breath the begin-
ning of the universe and everyday consciousness; a theory that will
explain why concepts of meaning, say, are related to such concepts as
black holes.

This unification would easily match Newton’s and Maxwell’s in
import. There are many indications that it must come. All because of a
puzzle that was solved in the 1980s. A puzzle posed in 1867 by James
Clerk Maxwell: the puzzle of Maxwell’s demon.

“A specter is haunting the sciences: the specter of information.”¢ With
this indirect reference to the Communist Manifesto, the physicist Wojcieh
Zurek convened a 1988 meeting in Santa Fe, New Mexico. A meeting
at which forty of the world’s leading physicists and a few mathemati-
cians assembled to discuss “Complexity, Entropy, and the Physics of
Information.”

Zurek spoke of a number of “deep analogies” between very different
extremes of physics—and between physics and everyday life. Analogies
between the way steam engines work and communication theory; be-
tween measurements of atomic phenomena and the theory of knowl-
edge; between black holes in the universe and the amount of disorder
in a teacup; between calculations in a computer and the foundations of
mathematics; between complexity in biological systems and the expan-
sion of the universe.

When the same physicists assembled again two years later for the
next conference, the seventy-nine-year-old American physicist John A.
Wheeler convened the meeting. In 1939, Wheeler solved the theory of
nuclear fission with Niels Bohr. And it was Wheeler who named the
most peculiar phenomenon in Einstein’s theory of gravity: the black
hole. Wheeler, who liked to play the role of prophet, was the grand
master of many branches of physics discussed at the meeting.

At first, the short, round man with the always amiable, always happy
face peered out across the small but extremely qualified group of scien-
tists assembled in the auditorium of the little Santa Fe Institute on
16 April 1990. Then he spoke: “This isn’t just another meeting. By the
end of the week, I expect us to know how the universe is put together.””
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Wheeler then proceeded to question several sacred cows of physics.
“There is no space and no time,” he said, and launched an attack on
the concept of reality. “There is no out there out there. . . .

“The idea of one universe is preposterous: The World. We are all
participant observers in the universe—it’s a miracle that we construct
the same vision of the universe. But by the end of the week we might
know how to construct all this from nothing,” Wheeler told the little
group of scientists.

Not everyone agreed. That week did not change our view of the uni-
verse, but the feeling spread that the time had come to start over and
think everything through once again. A succession of top scientists
delivered papers in which all the fundamental ideas of physics were
scrutinized.

“I want to talk about what the textbooks don’t say,” explained Ed-
win T. Jaynes, another roly-poly American physicist, who, in the 1950s,
formulated a new theoretical description of thermodynamics, the
theory that forms the basis of entropy and information, the central
issues of the 1990 conference. “Oh, maybe they say it in the sense that
the formulae are there, but they don’t say anything about what the for-
mulae mean,” said Jaynes. “The mathematics I am now going to use is
far simpler than what we are all capable of. But the problems are not
mathematical, they are conceptual.”

During one intermission, Thomas Cover, a mathematician from
Stanford University, asked, “Are all physics meetings like this? It’s like
eating candy!”

It was an exception. Such open-minded meetings were rare indeed.
Here you heard the same questions that had got you in trouble with
your teachers at school. “What does it mean? How can one understand
it?” Here you heard the very best people exclaiming, “Why should my
car be interested in what I know about the world?”

Physics seemed to have been reborn. All because of the first serious
topic that was raised when Wheeler set the tone: Maxwell’s demon.

Heat. If there is anything we humans know about, it is heat. Body heat.
Summer heat. Heaters. But until the mid-nineteenth century, physics
had not defined what heat was. In ancient Greece, Aristotle had re-
garded fire as an independent, inexplicable element on a par with
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air, earth, and water, and heat as one of the four irreducible qualities
whose combinations define those elements.

At the beginning of the 1800s, similar ideas were prevalent, treating
heat as a special substance, a thermal material, caloric, which sur-
rounded all bodies. But coming up with a description of just what heat
was had become a matter of some urgency, as James Watt’s invention of
an efficient new steam engine in 1769 had not only ushered in the pos-
sibility of industrialization but also put extensive discussions regarding
a perpetual motion machine on the agenda. As the steam engine rolled
across Europe, scientists simply had to understand thermodynamics.

The first decisive contribution was supplied in 1824 by the French-
man Sadi Carnot, who, influenced by his father Lazare Carnot’s engi-
neering experience with heat machines, rather than with physical
theories, formulated a description of steam engines that would, decades
later, be expressed as the first and second laws of thermodynamics.

The first law of thermodynamics is concerned with the amount of
energy in the world. That amount is constant. Energy neither appears
nor disappears when we “consume” it. We can convert coal into hot
steam or oil into heat, but the energy involved simply gets converted
from one form to another.

This conflicts with the everyday meaning of the word “energy,”
which we use in terms of something we consume. A country has a certain
level of energy consumption, we say. But that is nonsense, according to
physics’ definition of energy. A country converts one form of energy
into another. Oil to heat, for example. But the amount of energy re-
mains constant.

But our everyday language is not that silly, because it is obvious that
something does get used up when we heat our houses: we cannot get
our oil back.

So something or other does occur when we “consume” energy, even
though the first law of thermodynamics states that the energy in the
world is constant and cannot be consumed. For, as the second law of
thermodynamics explains, energy can be used.

The second law of thermodynamics tells us that energy can appear
in more or less usable forms. Some forms of energy can allow us to per-
form a huge amount of useful work with a machine that can access the
energy. We can perform the work of heating a house, or powering a
train, or vacuuming.
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Energy comes in many forms—and although that energy is constant,
the forms it takes most definitely are not. Some forms of energy can be
used to perform lots of different kinds of useful work. Electricity is thus
one of the most useful forms of energy; others cannot be used as easily.
Heat is typically not much use for anything except for heating.

But heat can certainly be used for more specific things than just
“heating.” You can power a steam locomotive with heat. But you do not
get as much out of powering a locomotive with heat as with electric cur-
rent as an energy source. More energy has to be present if you use heat,
which is the lowest quality of energy.

The steam engine made people realize that energy can be present
without being available. Heat is a form of energy that is not available to
the same extent as electricity. We have to convert more heat energy to
get the trains to run. We do not consume more energy, because one
cannot consume energy, when all is said and done. But more energy
goes to waste when it appears in heat form than when it is available as
electricity. That is, more is converted.

The second law of thermodynamics describes this very precisely. It
says that every time we convert energy (“consume energy,” as everyday
language would have it), it becomes less available; we can get less work
out of it. That is the way it is, says the second law; any conversion of
energy results in the energy becoming less available than it was before.
(There are very special cases where energy can be converted in a
reversible way, but you mostly come across them in textbooks, and
never in everyday life.)

The energy in the world is constant, but it gets less and less valuable—
less and less available—the more we use it.

So the laws of thermodynamics state that energy is constant but
becomes less and less available. At the end of the nineteenth century,
these two laws led people to believe that the world faced a depressing
future: after all, the more we converted energy, the less available it
would become, until finally it would all end up as heat, the least avail-
able form of energy.

The “heat death” of the universe, people called it: everything would
end as uniform, lukewarm heat, without any differences present that
would allow us to use the heat to do useful work.

Experience with steam engines showed very clearly that you can use
heat to do work only if there is a difference present: a difference between
two temperatures. It is only because the steam engine’s boiler is so
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much hotter than its surroundings that it can get the train to run. You
can get useful work from heat only if you can cool the hot stuff down
again. But the consequence of cooling something hot down to the tem-
perature of its surroundings is that you cannot make it hot again
without using energy. Once your coffee is cold (after having been
heated by the electricity your hot plate uses), it will never heat up again
(until you switch the electricity back on). The differences in heat levels
are irreversibly eradicated.

So the second law of thermodynamics seems to tell us that we live in
a world where everything is heading for tepidity, similarity, uniformity,
and grayness: the heat death of the universe. If this was not the case, an
engineer’s lot would be a happy one. After all, there is enough energy
in the world, and it does not disappear anywhere. We could just use the
same energy over and over again. We could make perpetual motion
machines without further ado. Sorry, that is a no-go. So says the second
law of thermodynamics.

In 1859, a Prussian physicist, Rudolf Clausius, gave this fact a name,
entropy. Entropy is a measure of how unavailable an amount of energy
is. The greater the entropy, the less you can use the energy. The
two laws of thermodynamics could thus be expressed in another way:
According to the first law, energy is constant; and according to the
second, entropy always increases. Every time we convert energy, the
entropy in the system where the energy is converted increases.

That still does not explain what heat actually is, but it does explain
quite a bit about why heat is such a special form of energy: There is lots
of entropy in heat; much more than in electric current.

But soon an understanding of what heat was did develop. Some of
the greatest contributions came from James Clerk Maxwell and Ludwig
Boltzmann. They realized that an old idea could be formulated pre-
cisely: the idea that heat was a form of movement in matter. Their
premise was the theory of atoms, the idea that matter consists of a huge
number of tiny particles in constant motion.

Atomic theory was not generally accepted at the end of the last cen-
tury, but today it is clear that all matter consists of atoms in constant
motion. Atoms come in small groups, molecules, and every kind of
matter consists of a certain type of molecule made up of a number
of the ninety-two kinds of atoms that exist. But there are different
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forms of motion. Solids maintain their form despite the motion of their
molecules; fluids are more elastic and take the shape of the bottom of
the container they are in; air is completely mobile, merely filling the
whole container. These are the three states or phases in which matter
can be found: solid, fluid, and gaseous. (There is actually a fourth state,
plasma, where the atoms have been smashed to bits; in everyday life,
this state is familiar as fire.)

The difference between the three states is not as great as one might
think. From one common or garden material, HyO (which consists of
oxygen atoms—O—and hydrogen atoms—H, with two of the latter per
molecule), we are familiar with the three states: ice, water, and vapor.
At low temperatures, the molecules move very slowly. The structure can
be maintained. If the temperature goes up a bit, the molecules move a
little faster and are able to change places with each other; but they still
stick together. At temperatures over 100 degrees centigrade, all the
molecules separate and move freely around in the shape of steam—as
gas. The transitions between these states or phases are known as “phase
transitions.” In all these heat motions, the molecules move around
chaotically, hither and thither. There is no direction to their heat-
induced motion.

But heat is not the only form of motion in matter; an electric current
is also a manifestation of motion. But with electricity, not all the mole-
cules move around haphazardly. In an electric current, it is one
constituent of the atoms in the molecules—the negatively charged
electrons—that flows in a particular direction. There is more order
in an electric current than during chaotic heat motion. Similarly, an
atmospheric wind is something other than heat: An enormous number
of molecules flow in a particular direction instead of just tumbling
around among each other. That is why windmills are a clever way of
generating current, while oil-fired and nuclear power stations are less
elegant, because they use fuel to heat water so it can drive a turbine.
The detour via hot water is a high price to pay for the engineers’
favorite toys.

Anyway, we can understand many things about matter by under-
standing it as consisting of tiny identical components in some state of
motion. Motion implies a certain amount of energy, whether it be
ordered, as with wind, or disordered or confused, as with heat. Wind is
more useful than heat for generating current, precisely because it has a
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direction of motion. But there is still plenty of energy in heat; it is just
difficult to harness, because it is caught up in such disorderly motion.

Temperature is an expression of the characteristic speed at which
the molecules are moving. What we mean by heat and measure in tem-
perature is disordered movement. -

Does that mean, then, that all molecules in a gas share precisely the
same speed? How do they keep in step with each other when we turn
on the heater?

This was exactly the dilemma Maxwell solved. He introduced statis-
tical concepts to physics for the first time. The molecules do not
all move at the same speed. Some have enormous speed, others far
less. But their speeds have a characteristic distribution, the Maxwell-
Boltzmann distribution, which states that the molecules have a certain
average speed but display a variation off this average. If the average
is high, the temperature is high; if the average is low, the temperature
is low.

But in matter at a given temperature, molecules evince many dif-
ferent speeds. Most have speeds close to the average. We find more
high-speed molecules in hot matter than in cold matter. But we also
find speedy molecules in cold matter and lethargic ones in hot.

This allows us to understand evaporation. The higher the tempera-
ture, the more high-speed molecules. If we imagine evaporation as tiny
molecular rockets shooting spaceward, we can see that the hotter a
liquid is, the more molecules get away.

But the statistical distribution of speeds has an interesting con-
sequence: We cannot tell from the individual molecule to which tem-
perature it belongs. In other words, the individual molecule can have
no idea which temperature it is part of.

Temperature is a concept that means anything only if we have a lot
of molecules at once. It is nonsensical to ask each molecule how much
temperature it has. Because the molecule does not know. It knows only
one speed: its own.

Or does it? After a while, a molecule in a gas will have bumped into
other molecules and therefore acquired a certain “knowledge” of the
speeds of the other molecules. That is precisely why matter assumes an
even temperature: the molecules keep bumping into each other and
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exchanging speed; a state of balance is achieved. When we heat matter,
we might as well do it from underneath. The ensuing great speed
spreads rapidly among all the molecules.

Maxwell’s contribution was to found the study of the laws governing
this behavior. The motion and collisions of the tiny molecules can
be described beautifully according to Newton’s old laws of motion
and collisions involving billiard balls. It turns out that if you have suffi-
cient balls (and there are an awful lot of molecules in air—roughly
1,000,000,000,000,000,000,000,000,000 [1027] molecules in an ordinary
room), Newton’s laws of motion result in the statistical rules for matter
with which we are familiar: rules for temperature, pressure, and volume;
rules for the declining availability of the energy in heat.

But there is something strange about this picture. Newton’s laws
for billiard balls and other mechanical phenomena are beautifully
simple laws. They describe phenomena that are reversible: They can be
reversed in time. In Newton’s universe, time could go backward and we
wouldn’t be able to tell the difference. But in the world of thermo-
dynamics, the behavior of the balls leads to oddities like the second law
of thermodynamics. If you mix something hot and something cold, you
can’t unmix it. Something irreversible has occurred once your coffee
has cooled.

A crowd of high-speed molecules is mixed with a lower-speed crowd;
the balls collide and assume a new average speed. That settles the dif-
ference once and for all; you cannot separate the molecules that were
high-speed before from the molecules that were low-speed, because the
individual molecule hasn’t the faintest idea which temperature it was
part of at a given moment.

Once the molecular deck has been shuffled, you cannot unshuffle it.

It was Ludwig Boltzmann, in the years around Maxwell’s death, in
1879, who formulated these matters precisely: It is not particularly
probable that Newton’s laws will lead to all the molecules suddenly
reverting to their original premix speeds. Actually, it is highly improba-
ble. As time passes, mixtures will become more and more mixed. Cold
and heat will equalize into lukewarmth.

That is why entropy grows. Entropy is the expression of the unavail-
ability of a given energy. If this energy comes in heat form—measured
as temperature—it can be exploited only by mixing something hot with
something cold (steam and cool air from the surroundings mixed via a
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steam engine, for example). But once you have mixed these goodies,
you can’t separate them and expect the process to work all over again.

The reason for this is the equalization that occurs—an equalization
that is irreversible and is the reason why the entropy of the universe is
increasing. Irreversibly.

Boltzmann attained an understanding of heat and an understanding of
what soon came to be regarded as the most fundamental law of nature:
the second law of thermodynamics. In one sense, too, even an under-
standing of what the passing of time actually means: The molecules
exchange speed, their motion equalizes; they assume an average speed,
a balance. There is a difference between then and now; we are moving
from difference to uniformity.

But many physicists of his day criticized Boltzmann’s view. One
cannot, they said, deduce such irreversible, irrevocable laws as those
of thermodynamics from Newton’s laws of motion and kinetics, the
physics of the pool table. Because reversibility imparts Newton’s picture
with such majesty: All equations can go backward in time, all processes
are the same, forward and backward.

Based upon practically any experience from everyday life we choose
to mention, we can state that things in this world quite simply are irre-
versible: When something breakable falls on the floor, it does not
repair itself; heat goes up the chimney; an untidy desk gets only more
untidy. Time passes and everything perishes. Things fall apart. Have
you ever seen a smashed plate rise from the pieces?

But this did not interest Boltzmann'’s critics, for Newton’s theories
constituted the very ideal of physical theories, and there was something
hideously wrong with a picture that would deduce something irrevo-
cable from the revocable, irreversible from the reversible. The physi-
cists of his time said that Boltzmann had misunderstood time.

The theory that matter consists of atoms was not generally accepted
around the turn of the nineteenth century. The theoretical basis of all
Maxwell’s and Boltzmann’s ideas about heat as a statistical phenome-
non in huge conglomerations of molecules came under heavy fire. It
was not until the first decades of the twentieth century that physicists
such as Einstein, J. J. Thomson, and Bohr established once and for all
that atoms do indeed exist.
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In 1898, in the foreword to a book about the theory of molecular
motion in air, Boltzmann wrote that he was “convinced that these
attacks are merely based on a misunderstanding” and he was “con-
scious of being only an individual struggling weakly against the stream
of time.”8

When Boltzmann had turned sixty-two, in 1906, he was no feted
hero, despite his enormous contributions to the development of phys-
ics. He was tormented by depression and by fear of lecturing. He had to
turn down a professorship in Leipzig and confront his scientific
isolation.

The previous year, he had written in a popular book, “I might say
that I am the only one left of those who embraced the old theories with
all their hearts; at least the only one to fight for them with all my
strength.”®

But his strength ran out. While on summer holiday near Trieste, on
6 September 1906, Ludwig Boltzmann took his own life.10

The unification of the reversibility in Newton’s sublime equations
and the irreversibility of everyday life was not to be Boltzmann’s
lot, despite the fact that this was precisely the problem Maxwell
had encountered in 1867 when he conceived the mischievous demon
who would, through more than a century of discussion, illuminate
and explain the difficulty that had proved irreversible for Ludwig
Boltzmann.

“Maxwell’s demon lives on. After more than 120 years of uncertain life
and at least two pronouncements of death, this fanciful character
seems more vibrant than ever,” wrote two American physicists, Harvey
Leff and Andrew Rex, in 1990 when they published a book of historical
sources elucidating the story of Maxwell’s demon—a story the two
physicists consider an overlooked chapter in the history of modern sci-
ence. “Maxwell’s demon is no more than a simple idea,” they wrote.
“Yet it has challenged some of the best scientific minds, and its exten-
sive literature spans thermodynamics, statistical physics, information
theory, cybernetics, the limits of computing, biological sciences and the
history and philosophy of science.”!!

~~
~
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In 1867, the physicist Peter Guthrie Tait wrote to his close friend and
university chum James Clerk Maxwell to ask if Maxwell would take a
critical look at a manuscript on the history of thermodynamics.-before it
was published. Maxwell replied that he would be happy to do so,
although he was unfamiliar with the details of the history of thermo-
dynamics; but he could perhaps point out a hole or two in the presen-
tation. Whereupon Maxwell continued his letter by pointing out an
enormous hole in the presentation he had not yet even seen: a hole in
the second law of thermodynamics.

Maxwell’s idea was simple: A gas is confined in a container with two
chambers, A and B. A hole in the diaphragm separating the two cham-
bers can be opened and closed without any effort of work being
done—in other words, through some kind of superslide.
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LEFT Maxwell’s demon in a twin-chambered container. The molecules in both chambers
have the same velocity.

RIGHT Maxwell’s demon after sorting through the molecules: high-speed molecules on the
right, slow-speed molecules on the left.

“Now conceive a finite being who knows the paths and velocities of
all the molecules by simple inspection but who can do no work except
to open and close a hole in the diaphragm by means of [this] slide
without mass,” Maxwell wrote to Tait.!2 He went on to describe how the
little creature opens the slide every time a fast molecule in the chamber
on the left is heading for the little slide. When a slow molecule in the
same chamber approaches the slide, it remains closed.

So only the fast molecules pass from the left-hand chamber to the
right-hand one. Conversely, only slow molecules from the right-hand
chamber are let into the left-hand one.
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The result is a buildup of fast molecules on the right and slow ones
on the left. The number of molecules is constant in both chambers, but
their average speed changes in each chamber. The temperature rises in
the chamber on the right, while it falls in the chamber on the left. A
difference is created. “And yet no work has been done,” Maxwell wrote.
“Only the intelligence of a very observant and neat-fingered being has
been employed.”13

Maxwell had apparently discovered a hole in the second law of
thermodynamics: a clever little fellow can create heat out of luke-
warmth without doing any work. “In short,” wrote Maxwell, “if heat is
the motion of finite portions of matter and if we can apply tools to such
portions of matter so as to deal with them separately, then we can take
advantage of the different motion of different proportions to restore a
uniformly hot system to unequal temperatures or to motions of large
masses. Only we can’t, not being clever enough.”4

We are too big and clumsy to be able to get around the second law of
thermodynamics. But if we were a bit more neat-fingered and obser-
vant, we would be able to separate the molecules in the air in our
kitchens into a refrigerator and an oven, without it ever appearing on
our electricity bills.

Three years later, Maxwell wrote to Lord Rayleigh, another physicist:
“Moral. The 2nd law of thermodynamics has the same degree of truth
as the statement that if you throw a tumblerful of water into the sea,
you cannot get the same tumblerful of water out again.”!5

Maxwell wanted to show that the second law of thermodynamics was
valid only statistically: It is a law that applies at our level and not to small
creatures of great intelligence. When we describe the world as we know
it, in the form of very large congregations of molecules, the law of
increasing entropy and decreasing availability of energy does apply. But
if only we were just a little more clever, we would be able to obtain heat
from cold simply by opening the window when fast molecules were on
their way from the night frost (rare though they may be) or when slow
molecules wished to leave the room.

A perpetual motion machine based on intelligent observance.

Maxwell published the idea of the little fellow in a book, Theory of Heat,
in 1871, and three years later, another physicist, William Thomson,
nicknamed the creature a demon—not a creature of malice but “an



Maxwell's Demon 21

intelligent being endowed with free will and fine enough tactile and
perceptive organization to give him the faculty of observing and influ-
encing individual molecules of matter.”16

Maxwell’s demon tells us a teasing tale: The reason we have to work
in order to obtain warmth in winter is because of our own inadequa-
cies, not the universe’s. Everything is descending into disorder and
confusion for no other reason than that we are too big and clumsy to
manipulate the individual components of matter.

Maxwell thereby pointed out the difference between the description
of the haphazard rushing to and fro of individual molecules—as
proved by Newton’s sublime equations—and the description of finite
portions of matter—as proved by the heat death of thermodynamics—
which would, a few decades later, be the death of Boltzmann.

Thermodynamics is a statistical theory that tells us about a world that
we can know but never attain, because we are not clever enough. In
reality, there is no difference between various forms of energy: They
are all equally available—to anyone who knows how to use them.

The fact that energy becomes more and more unavailable is thus
linked to our description and the possibilities for intervention in the
world our description gives us.

In the ninth edition of the Encyclopaedia Britannica, 1878, Maxwell
wrote about the increasing unavailability of energy, its dissipation, the
way it slips through the fingers, the growth of entropy.

He pointed out a peculiarity: If you take a jar with two gases, you can
make a gain by allowing them to mix. The disappearance of the differ-
ence during the mixing process gives access to some work. If, however,
the gases are of the same kind, you will not get anything out of mixing
them—which intuitively seems quite right and proper. But this leads to an
odd thing. Maxwell wrote, “Now, when we say that two gases are the same,
we mean that we cannot distinguish the one from the other by any known
reaction. It is not probable, but it is possible, that two gases derived from
different sources, but hitherto supposed to be the same, may hereafter be
found to be different, and that a method may be discovered of separating
them by a reversible process.” So it is possible that in time we will grow
more clever and be able to detect differences we could not before. Conse-
quently there would suddenly be avallable  energy present where it had
not been before. Dissipation of energy is apparently not defined without
knowledge of our ability to discriminate. That ability is not constant!
Maxwell continues with the following remarkable observations:
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“It follows from this that the idea of dissipation of energy depends
on the extent of our knowledge. Available energy is energy which we
can direct into any desired channel. Dissipated energy is energy which
we cannot lay hold of and direct at pleasure, such as the energy of the
confused agitation of molecules which we call heat. Now, confusion,
like the correlative term order, is not a property of material things in
themselves, but only in relation to the mind which perceives them.”

Maxwell goes on: “A memorandum-book does not, provided it is
neatly written, appear confused to an illiterate person, or to the owner
who understands it thoroughly, but to any other person able to read
it appears to be inextricably confused. Similarly the notion of dissi-
pated energy could not occur to a being who could not turn any of the
energies of nature to his own account, or to one who could trace the
motion of every molecule and seize it at the right moment. It is only to
a being in the intermediate stage, who can lay hold of some forms of
energy while others elude his grasp, that energy appears to be passing
inevitably from the available to the dissipated state.”7

Maxwell’s demon is laughing in our faces: The second law of thermo-
dynamics can be circumvented, if we are clever enough. Only we aren’t
that clever.

The exorcism of the demon became a major theme of the twentieth-
century scientific picture of the universe. Because unless there is some-
thing wrong with Maxwell’s concept of a demon, all that stands between
us and perpetual motion is our own stupidity. Purely because mortals
are not clever enough, we are condemned to earning our living by the
sweat of our brow.

But might there be a price to pay for being as clever as Maxwell’s
demon?



CHAPTER 2

THROWING AWAY
INFORMATION

A demon had to be exorcised. The first decades of the twentieth cen-
tury had been one long succession of victories for the notion that
matter was made up of atoms and molecules. Maxwell’s and Boltz-
mann’s ideas on the statistical behavior of large aggregations of such
atoms and molecules had been validated, despite the considerable
resistance that proved so fatal to Boltzmann.

At the end of the nineteenth century, the argument over the exis-
tence of atoms was still raging so strongly that the problem of Maxwell’s
demon could be left to rest. But the further we moved into the twen-
tieth century, the clearer it became that there was a serious problem
with this demon. After all, it showed that there was a problem with the
second law of thermodynamics—i.e., if only we know enough about the
world, we can have things any way we want them. But as we all know, we
cannot.

The Hungarian physicist Leo Szilard posed a very good question in
1929: Can you know all about the world without changing it? The
answer was simple: No, you cannot.

In a paper formidably entitled “On the Decrease of Entropy in a
Thermodynamic System by the Intervention of Intelligent Beings,” Szi-
lard asked the cost of attaining knowledge and whether paying such a
price could “save” the second law from Maxwell’s demon.

Leo Szilard provided the answer to his own question. He worked out
that the cost of knowing is just high enough to save the second law. If

23
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you want to be as clever as Maxwell’s demon, you have to convert a
whole lot of energy, thereby creating a load of entropy and counter-
balancing the entire knowledge gain. The demon does gain by having
its eye on every single molecule and being ready with a closed trapdoor
at the right instant, but any gains are outweighed by the cost: in order
to be able to open and close the trapdoor between the two chambers at
the right moments, you have to know the motion of every single mole-
cule. So you have to measure all the particles. And that costs. Szilard
explained:

“One may reasonably assume that a measurement procedure is fun-
damentally associated with a certain definite average entropy produc-
tion, and that this restores concordance with the Second Law.”!

An ingenious idea that has decisively affected science this century,
from information theory via computer science to molecular biology.

The physicists were delighted: The demon was exorcised. It works
only because it knows something about the world—and this knowledge
costs. Since then, science historians have laid out the battleground:
“Why did not Maxwell think of that?” Edward E. Daub asked in 1970 in
a journal on the history and philosophy of science. He replied,
“Because his demon was a creaturc of his thcology.”?

Maxwell’s theology, Daub posited, came from Isaac Newton, the
founder of modern physics. Newton talked of the God who sees, hears,
and understands everything “in a manner not at all human, in a
manner not at all corporeal, in a manner utterly unknown to us. As a
blind man has no idea of color, so we have no idea of the manner by
which the all-wise God perceives and understands all things,” Newton
wrote.3

It was this divinity that Szilard dismissed. “Maxwell’s demon was not
mortal,” wrote Daub, “because he was made in the image of God. And
like God, he could see without seeing and hear without hearing. In
short, he could acquire information without any expenditure of
energy. . . . In essence, Szilard made Maxwell’s doorkeeper mortal.”

Leo Szilard’s analysis of Maxwell’s demon started the study of knowl-
edge as part of the physical world—insight as a participation that car-
ries a cost; measurement as a material act; sensation as metabolism;
knowing as work: the thermodynamics of thought; the insight of the
mind into its own physicality. -

A very significant event in the history of human knowledge. A mile-
stone in man’s perception of the surrounding world and of himself.
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All the more remarkable, then, that Szilard’s analysis happens to be
incorrect. You cannot exorcise the demon using Szilard’s arguments.
They do not hold water, even though people believed them for half a
century, right up until 1982.

“It’s one of the great puzzles in the sociology of science why this obvi-
ously inadequate argument met with wide and uncritical acceptance,”
the physicist Rolf Landauer wrote in 1989, adding with barely con-
cealed impatience: “Only in recent years have clearer discussions
emerged, and these are not yet widely appreciated.”

Landauer, who works at the IBM research laboratories in Yorktown
Heights, New York, was himself one of the leading figures behind the
insights that led to the final exorcism of the demon. It was performed
by Landauer’s close associate at IBM, Charles Bennett, in 1982.

The measuring, the obtaining of information, is not what costs at all.
What costs is getting rid of that information again. Knowledge is not
what costs. Wisdom does.

As is so often the case in the history of science, a flawed conclusion
proved to be extraordinarily fertile. Leo Szilard’s analysis does not hold
water, but it is no less interesting because of it. For Szilard had grasped
much of the point.

In fact, Szilard does not write that he has exorcised Maxwell’s demon
at all. He writes, as quoted above, that “one may reasonably assume”
that a measuring process costs a certain amount of produced entropy; a
certain amount of inaccessibility of the existing energy. He goes on to
show that the amount of entropy produced is at least equal to the
energy gained through the activity the demon can perform by dint of
its knowledge.

So in reality Szilard merely assumes that measuring costs something,
in the form of more entropy. He does not prove it.

But not many people notice that, which is what puzzled Landauer.
For how could Szilard’s argument lead to half a century of fruitful
acceptance when it was actually incorrect? One major reason is, of
course, that it seemed a touch embarrassing that this demon could dis-
prove the most fundamental law of physics: The second law was so fun-
damental to physics that it was as clear as daylight that Maxwell’s
demon could not work. Because if it did, we could build all kinds of
perpetual motion machines and tap hot air from the frosty night. So
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nobody could dispute that something was wrong, and Szilard was a
skillful physicist who had supplied an elegant argument showing that
something was wrong.

It was not that there were no protests to Szilard’s analysis. But they
came mostly from philosophers. Physicists have never had much respect
for philosophers who argue with the results of physics research because
these results happen to conflict with philosophical views. The protests
came from philosophers like Karl Popper, Paul Feyerabend, and Rudolf
Carnap,5 three of the twentieth century’s most influential philosophers
of science. They protested not least because it did not accord too well
with their philosophy if mental phenomena were to be understood as
physical quantities. So their objections did not make that much of an
impression.

Moreover, in many ways Szilard’s 1929 notion resembled what quan-
tum physicists in the 1920s had experienced regarding the significance
of the measuring process on the study of the bits and pieces that make
up matter. Niels Bohr and his student Werner Heisenberg had pointed
out that measurements disturb the systems you are measuring. It had
nothing to do with the case, certainly, but that is what people thought,
especially when a number of physicists crystallized Szilard’s reasoning
most beautifully.

“Maxwell’s demon cannot operate,”” asserted Leon Brillouin, a
physicist at the IBM laboratories in New York, in an article that tried to
expand on Szilard’s arguments. Brillouin had already discussed the
demon in “Life, Thermodynamics and Cybernetics,” published in 1949,
and he became well known for his book Science and Information Theory
(1956) .8 The subjects Brillouin throws into the ring in his discussions of
Maxwell’s demon are pretty interesting ones: life, information, and
control mechanisms (cybernetics).

The argument is seemingly crystal clear: Maxwell’s demon is located
in a gas-filled container at a given temperature. It keeps an eye on the
various molecules and sorts them by speed so all the speedier mole-
cules are collected in one of the container’s two chambers.

However, everything is equally hot at first. This means that the radia-
tion and matter inside the container are in balance, and you cannot see
anything: because if everything is equally hot, you cannot see differ-
ences. “The demon cannot see the molecules, hence, he cannot
operate the trap door and is unable to violate the second principle,”
Brillouin wrote.?
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Maxwell’s demon does not work because it cannot see anything. This
may seem a peculiar assertion, but it concerns a thought experiment: a
hypothetical world that does not resemble everyday life but is meant to
illustrate physical laws in all their simplicity.

In everyday life, everything we look at is equally hot or roughly so,
about room temperature (apart from the sun and the stars, whose sur-
faces are very hot). But since there is plenty of light in our ordinary
world, we can see things. The light that enables us to see originates
from a body far hotter than what we are looking at (the sun’s surface or
the filament in an electric lightbulb). We can see things in our everyday
lives because the light comes from something hotter than the objects in
our everyday world. We live in a composite world, so we can see, while
the demon lives in a world in balance and therefore cannot.

However, Brillouin comes to the aid of the demon. “We may equip
him with an electric torch and enable him to see the molecules.”10 But
a flashlight would cost. Brillouin calculates the presence of a charged
battery and a bulb that emits light. The light disperses through the
container after it strikes the molecules and turns to heat. The flash-
light converts the accessible energy from the battery into heat from
the dispersed light. The entropy grows. At the same time, the entropy
decreases, because the molecules rushing around get sorted into the
two chambers, according to their speed. But the amount of energy to
which we can gain access in this manner is less than the amount of
energy to which we lose access as the battery goes dead.

Brillouin expanded his analysis into a more general theory as to how
physicists can perform experiments that involve measuring nature. His
conclusion was clear. “The physicist in his laboratory is no better off
than the demon. ... He needs batteries, power supply, compressed
gases, etc. . . . The physicist also needs light in his laboratory in order to
be able to read ammeters or other instruments.”!!

Knowledge costs.

Leon Brillouin had clarified a wide-ranging point in Szilard’s work:
Maxwell’s demon does not work because information is a material
quantity. Brillouin was delighted. “We have discovered a very important
physical law,” he wrote. “Every physical measurement requires a corre-
sponding entropy increase. . ..”!2 This is what could be learned from
the demon’s difficulties in seeing in the dark.
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But Brillouin failed to ask whether Maxwell’s demon could feel its
way around. So he concluded—like other physicists since, such as
Denis Gabor, inventor of holography—that it was the demon’s use of
flashlights that rescued the second law. But the demon is a clever
fellow, so who says it needs light to make it more knowledgeable?

In 1982, Charles Bennett, the physicist from IBM, demonstrated that
the demon could get along just fine in an unlit container. Bennett set
up an ingenious apparatus that would allow the demon to determine
the location of each molecule at no cost. The idea was not to obtain
this knowledge without converting any energy—that would be impos-
sible, even for a demon. The idea was to feel your way around in such a
way that all the energy you convert is also accessible to you after the
measurements are completed.

When you use a flashlight, the light is dissipated and ends up as heat.
The energy is made inaccessible. But when you feel your way around,
you can find out where a molecule is without rendering the energy you
have used inaccessible.

The apparatus Bennett designed was pretty refined. Actually, it
works only on a special edition of Maxwell’s demon, whose container
contains a gas that consists of a single molecule! This may sound like
a pretty weird version of the demon hypothesis, but it is precisely the
one Szilard conceived of back in 1929 when he wanted to show that the
cost of learning the location of that one molecule was just enough to
rescue the second law. Simply by analyzing the cost of the very simple
measurement—is the molecule to the left or to the right>—Szilard ar-
rived at the foundations for all subsequent information theories: the
answer to a yes/no question.

By posing the problem so simply, Szilard was able to ask how much
such a simple piece of knowledge would cost. This has since become
known as the bit, the smallest unit of information: a concept that was to
become one of the most common technical terms in everyday use by
the end of the twentieth century. In his article on Maxwell’s demon,
Szilard founded the whole of modern information theory.

Szilard considered that measuring one’s way to such a bit would
always cost something. But Bennett proved that this cost could be made
arbitrarily small in the case Szilard had analyzed.

If you think about it, it is not so strange: The obtaining of infor-
mation as to the location of the molecule means copying information
that already exists. You “read” a state, and copying information like
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that does not necessarily cost much in the form of energy made inac-
cessible. After all, you can make lots of copies, rendering each of them
relatively very cheap to produce. This is actually something highly char-
acteristic for information, unlike most other consumer goods: An arbi-
trary number of copies can be made without wearing it out. You can
use information without using it up. So why should it cost the demon
anything to obtain knowledge?

Rolf Landauer and Charles Bennett could prove that it did not need
to cost anything at all. But that does not mean that Maxwell’s demon
can break the second law of thermodynamics. It merely means that it’s
not the measuring that necessarily costs. It’s not the obtaining of infor-
mation that costs the demon anything. It’s forgetting it again.

In 1961, Landauer proved that forgetting always costs. When you get
rid of information by erasing it, you have to pay by way of increased
entropy. You have to get rid of information because the measurement
has to be repeated: you have to clear the memory in order to reset the
measuring apparatus to zero.

For Maxwell’s demon, this means that it can find out where the
molecules are in the dark without this costing more than the advantage
of knowing. But the demon rapidly runs into the problem of keeping
track of its knowledge about a whole bunch of molecules from which it
has already obtained the work. The demon drowns in its knowledge of
prior observations.

Bennett summarized his point in 1987: “We have, then, found the
reason why the demon cannot violate the second law: in order to
observe a molecule, it must first forget the results of previous observa-
tions. Forgetting results, or discarding information, is thermodynami-
cally costly.”13

One might object that the demon could just remember everything.
Then it wouldn’t need to forget and thereby create entropy. The rest of
us would soon be exhausted by such traffic, but then we are not
demons. What that exhaustion shows is that there is a cost: Memory
costs; entropy builds up as the memory gradually fills with molecules
that went by ages ago. The bother of keeping track of this huge
memory exceeds the gain of having it.

A look at relative sizes in the real world shows that this is actually a
major problem in practice. There is a vast number of molecules in the
air. Even if the demon needed only a single bit of information about
each molecule (through the trapdoor or not), it would soon run out of
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memory. Even a demon equipped with the memory of all the com-
puters in the world put together (ten million billion bits) would run
out of memory in which to store its measurements before it had
reduced the entropy in one gram of air by as little as a tenth of a mil-
lionth of a percent!!* There are inconceivably many molecules in the
air—they just happen to be very, very small. We live in a world where
the equivalent of all the information the human brain can handle in
a lifetime is not enough to recall just one bit about each molecule in a
single liter of air.15

So the fact of the matter is that the demon cannot function because
it has to forget everything again, which costs more than the value of all
its efforts. This may seem like a weird idea, but it indicates a very impor-
tant fact: The interesting thing about information is getting rid of it
again. In itself, information is very tedious. What is interesting is get-
ting rid of it—and the means of discarding it.
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Major events in the life of Maxwell’s demon

For example, you are standing at the checkout at a supermarket.
Your purchases are being totaled. Each item in your basket has a price.
The cashier enters each price, adds them, and arrives at a sum—a total
price of, say, $27.80. This amount is the result of a calculation involving
the addition of a lot of numbers.

What contains the most information, the sum or the calculation
itself? The sum is one number ($27.80), while the calculation was a col-
lection of several numbers—twenty-three different prices, say. We
might feel that on the face of it there must be more information in the
result, because when we did sums at school our teacher instructed us to
come up with the right answer.

But in fact there is far less information in the result than in the
problem: After all, there are lots of different combinations of goods
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that can lead to the same total price. But that does not mean you can
guess what is in each basket if you know only the price.

The cashier and the register discard information as they calculate
the total. In this situation, the cashier does not care which goods you
take out of the store with you and how much they each cost. As long as
you pay up.

The total price is what matters, even though it contains very little
information—or more accurately, the fact that it contains very little in-
formation is what matters. It contains precisely the information that is
relevant in the context.

Calculation is a method of getting rid of information in which you
are not interested. You throw away what is not relevant.

This contradicts our everyday perception of information as being
something highly positive, a good. We are accustomed to viewing infor-
mation as a positive thing, but this may well be completely unreason-
able—a prejudice that affects man on the threshold of the information
society.

As Charles Bennett states, “We pay to have newspapers delivered,
not taken away. Intuitively, the demon’s record of past actions seems
to be a valuable (or at worst a useless) commodity. But for the demon
‘yesterday’s newspaper’ (the result of a previous measurement) takes
up valuable space, and the cost of clearing that space neutralizes the
benefit the demon derived from the newspaper when it was fresh. Per-
haps the increasing awareness of environmental pollution and the
information explosion brought on by computers have made the idea
that information can have a negative value seem more natural now
than it would have seemed earlier in this century.”16

At the IBM labs, they know that information is closely related to
entropy, which is a measure of disorder. Once upon a time, we could
simply pile up our old newspapers in the basement. But information
has to be recycled, too, if things are not to drown in so much informa-
tion that they end in chaos.

But we all feel information is a boon, an expression of order, meticu-
lousness, and correct results. That is what we learned when we did
arithmetic at school: to discard all our rough calculations on scrap
paper in order to present a neatly written sum on a nice clean sheet.
We learned to discard information, not to obtain it. Yet we live in a
world which believes that information is what’s valuable in an informa-
tion society.
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So there is something wrong with our everyday perception of infor-
mation (or with the natural scientists’ perception of information; at any
rate, they do not match up). Maxwell’s demon has already indicated
part of the problem. But it has more up its sleeve. Which brings us back
to Ludwig Boltzmann.

A few years before James Clerk Maxwell died, Boltzmann published a
series of papers in which he expounded a wonderful theory for the link
between the notion of entropy, which arose from the study of the limi-
tations to the efficiency of steam engines, and the theory of heat as a
statistical whirl of the smallest components of matter. Maxwell never
learned of these works, and in the words of the historian Martin Klein,
he thus “missed the pleasure of seeing the relationship between
entropy and probability.”1?

Boltzmann’s idea was simple. He distinguished between what are
known as macrostates and microstates: between the properties of large
conglomerations of matter and the properties of the individual com-
ponents of that matter. Macrostates are such things as temperature,
pressure, volume. Microstates consist of accurate descriptions of the
behavior of each individual component.

The temperature of a cloud of gas is a macrostate that does not tell
us much about the microstates. The temperature tells us that the mole-
cules are rushing about among each other in a highly disorganized
way at an average speed that is expressed by the temperature and a
distribution of speeds that is statistical and known as the Maxwell-
Boltzmann distribution. It tells us that most molecules move at a speed
close to average, while a few molecules have speeds that are much
higher or much lower than average. In fact, this is not of much interest
to us: We might know the macrostate, a specific temperature, but it
does not tell us very much at all about the condition of the individual
molecules.

As we’ve got one hundred seventeen thousand million billion mole-
cules flitting about at one temperature (and normally we would have
far more than that), it really does not matter much which molecules
have which speeds, as long as all together they distribute themselves the
way the Maxwell-Boltzmann distribution says they should—and they do,
because they keep bumping into each other.

There is an enormous number of different ways of distributing speed
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among the umpteen billion molecules that would match the given tem-
perature. There are many microscopic states that correspond to the
macrostate the temperature expresses—and it really does not matter
which of them is actually present in the room.

The higher the temperature, the ' more speeds there are from which
to choose. So the number of microstates that correspond to the given
macrostate grows with the temperature.

Ludwig Boltzmann’s idea, so to speak, was that macrostates which
can be realized by many different microstates are more disorganized
than those corresponding to just a few microstates. According to Boltz-
mann, the more microstates that go with a macrostate, the greater the
entropy of the latter.

There happen to be extremely many microstates that correspond to
the macrostate “the temperature in this room is 21 degrees centi-
grade,” so counting them all is pretty difficult. Boltzmann therefore
used a mathematical trick that had been known since the Renaissance
when the numbers got too big to handle: He took the logarithm for the
number of microstates and made this logarithm equal to the entropy.
This merely means that you ask not if there are a million billion (1015)
microstates or a billion billion (10!8) but whether the logarithm of
the number is 15 or 18. Rather easier to keep track of. Moreover, using
logarithms means other major advantages when you are counting
microstates.

But most important of all is the basic idea, no matter how it is
expressed mathematically: Entropy is a measure of how many micro-
states we cannot be bothered to keep track of and why we choose to
talk about one macrostate instead. Entropy is a measure of how much
we cannot be bothered to keep tidy but decide to sweep under the
carpet by using a general term that tells us what we need to know—e.g.,
a temperature.

As humans, we like heat. Temperature interests us. We could not
care less about the motion of the molecules (in the same way as politi-
cal figures are often interested in their constituents only when there
are enough of them for a macrostate such as one that might swing an
election). The macrostate is an expression of an interest, a relevancy. It
encapsulates what interests us. What we are interested in knowing.

Poker is a good example.!® You have a deck of cards. When you buy
it, it is in a very specific macrostate. The individual cards are in order of
suit and rank. This macrostate corresponds to one microstate alone,
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the one where all the cards are in the order in which they came from
the factory.

But before the game begins, the cards must be shuffled. When
you have a deck of shuffled cards, you still have only one macrostate—
shuffled cards—but there is an almost infinite number of microstates
that correspond to this macrostate. There are differences between all
the ways the cards can be shuffled, but we do not have enough energy
to express them. So we just say they have been shuffled.

To start the game, five cards, a “hand,” are dealt to each player. This
hand is now the macrostate that the players are interested in. It can
take various forms. Some macrostates consist of very similar cards—for
example, five cards of the same suit, though not in sequence: a “flush.”
Other macrostates consist of five cards in sequence, though not of the
same suit: a “straight.” There are lots of ways of forming a straight, but
not vastly many. There are far more ways of making a nonstraight.

Among the many microstates described by the macroscopic “straight,”
there is a small group of good straights known as “straight flushes.”
Here the cards are not only in sequence; they are in the same suit. Best
of all is the “royal flush,” the sequence ten to ace in one suit. There are
only four microstates that correspond to the royal flush macrostate, but
an astronomical figure corresponding to the macrostate known as a
“pair.”

The order of value in poker is an expression of how many micro-
states correspond to the macrostate. Your hand is “strong” if it is one
that does not assume many variants (and therefore seldom occurs).

There is a clear link between probability and entropy. The greater
the number of different cards that can be put together for a particular
hand, the greater the probability that you will be dealt such a hand. So
you are most likely to get a “weak hand” (with lots of entropy) rather
than a “strong hand,” where the macrostate can have only a very small
number of corresponding microstates.

The purpose of the game is to see who has the macrostate with the
lowest entropy.

The vast majority of microstates are actually so boring that they do
not even have names in poker—there is no pattern to your cards and
the only bid you can make is “high cards,” a macrostate corresponding
to any microstate. As people play poker for enjoyment, the game
includes the opportunity to affect your macrostate by changing the
microstate—i.e., the individual cards: You draw. This may enable you to
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improve your macrostate to one that does not correspond to so many
microstates. You play Maxwell’s demon—if you are lucky and draw
good cards to replace those you discard.

The game involves pretending that the macrostate you actually
possess corresponds to only very few microstates, even though this may
not be true. This is known as bluffing and presupposes more advanced
theories than those Boltzmann can help us with. They come later, in
Chapter Five.

The link between entropy and probability may give an idea of why
entropy is growing: The probability of receiving a low-entropy macro-
state is smaller than the probability of a high one. So everything is
proceeding in the direction of higher entropy.

When changed, a macrostate will inexorably lead to another macro-
state, with higher entropy—and thus more microstates corresponding
to it than the first. Keeping track of the world becomes ever more diffi-
cult and tedious.

There is nothing mysterious about that. It is self-evident, once the
macrostate has been defined. But how can the world know what we find
so boring that we cannot be bothered to keep track of it?

Boltzmann explained that entropy is an expression of the number of
microstates that correspond to a given macrostate. It sounds like a
highly subjective concept, because entropy seems to express what we do
not know when we know the macrostate. A high temperature corre-
sponds to high entropy because the higher the speed of the molecules,
the more ways there are in which we can compose their patterns of
movement. Our lack of knowledge about the actual microstate grows
the hotter it is in our living room. Entropy is a measure of ignorance,
but it is convenient ignorance: There is in fact no reason for us to know
where every single molecule in the room is heading, or at what speed.

Entropy is a measure of the coarse graining that applies to the level
at which we describe things. Heat is a very coarse concept; there are
stacks of knowledge we happily ignore. Heat is a concept that involves
lots and lots of entropy because it is very coarse and discards a great
deal of knowledge of microstates that we cannot be bothered to pos-
sess. Wind and current are slightly less coarse concepts, because we
know quite a bit more about where the molecules are heading when we
say that there is a warm breeze than when we just say “It’s warm out.”
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Entropy is a measure of information that is of no immediate
interest—microstates that make us tired simply thinking about them.
Entropy is a concept that assumes meaning only when we have
explained what it is we cannot be bothered to keep track of. The con-
cept of entropy presupposes that we have explained which macrostates
interest us. But no matter which ones we choose, their entropy grows.

The second law tells us that the world is constantly getting harder to
describe: The mess is growing, disorder is on the up-and-up, everything
will end up as friction and heat. Mess is a kind of order that is so rich in
detail that it is a mess.

How can the world know what we think is a mess? Why do our
physics textbooks never tell us that a concept like entropy is meaning-
less unless one explains which macrostate one has in mind? Why teach
schoolchildren and university students thermodynamics without telling
them that Maxwell and Boltzmann always referred to the way in which
we describe the world? Because subconsciously, physicists know that
what interests human beings is heat.

This is the unspoken premise for the whole of modern thermo-
dynamics: that people like heat. It is why thermodynamics is about heat
and similar macrostates—or what interests people. In turn, the micro-
states are the arrangement of atoms and molecules—or what interests
physicists.

But entropy is defined only when we know who has defined it.
Entropy is not defined until we know the coarseness of the observer.
This seems so obvious to physics teachers that they see no reason to tell
their students.

This was exactly what physicist Edwin Jaynes hinted at when he spoke
at Santa Fe in 1990 on the importance of asking what things mean—the
things printed in our physics textbooks. Jaynes has reworded the
modern version of thermodynamics and illuminated Boltzmann’s old
points very clearly. In 1979, he wrote, “The entropy of a thermo-
dynamic system is a measure of the degree of ignorance of a person
whose sole knowledge about its microstate consists of the values of the macro-
scopic quantities X, which define its thermodynamic state. This is a completely
‘objective’ quantity, in the sense that it is a function only of the X, and
does not depend on anybody’s personality. There is then no reason
why it cannot be measured in the laboratory.”19

So entropy is clearly defined once you know the level of description.
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It is not a subjective concept in the sense that every observer has
his own entropy. Anyone interested in the same macrostates and
microstates will find the same measure of entropy. But it is subjective in
the sense that it is meaningless until you ask the person who asks about
the entropy just what he is interested in.

This does not prevent entropy from being a measure of ignorance.
Because it is exactly a measure of the ignorance that accompanies a
given coarseness.

“But why should my car be interested in what I know about the
world?” one physicist asked at Santa Fe with concern when Jaynes
explained these matters. The answer is really quite simple: because it
was built by people like you. Because the car engine has exactly the
coarseness people have when we describe the world: We sense heat, but
we do not sense molecules. Our description of the world is obtained
through a refinement and elaboration of this sensing. So it reappears
in the machines we build on the basis of this knowledge.

As philosopher Paul Feyerabend said of Boltzmann, “With his real-
ization of the hypothetical character of all our knowledge, Boltzmann
was far ahead of his time and perhaps even of our own.”?0

In 1948, Claude Shannon, an engineer, posed a very good question:
How much does it cost to transmit messages from one place to
another? Szilard had asked how much it cost to measure. Shannon
asked how much it cost to communicate. The point of departure was
the concept of the bit—distinguishing between two identical condi-
tions: a yes/no answer to a question.

Shannon’s analysis was revolutionary. Based on Szilard, he founded
modern information theory.

When we talk about information in our everyday lives, we think of
meaning. But meaning was not what interested Claude Shannon. He
was interested in the length of telephone calls.

Shannon was an engineer at Bell Laboratories, AT&T’s famous
research unit. He was studying the difficulty of transmitting messages in
signal form. His interest was in defining what is required in order to
transmit a specific message via a specific connection—for example, a
telephone or telex line.

How can one measure the difficulty of transmitting a message?
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Shannon proposed that the surprise value was what expressed the diffi-
culty of communicating. How can one measure the surprise value of a
line of letters from the alphabet?

We know that the next symbol to appear will be a letter. We also
know that the alphabet consists of twenty-six letters. So our surprise
is expressed via the fact that each symbol consists of one of twenty-six
possible letters. When we see the letter, we are surprised to the extent
that it is precisely that letter—and not one of the other twenty-five
possibilities.

Shannon’s theory can be expressed by saying that each symbol is a
macrostate that can correspond to twenty-six different microstates—the
individual letters. Each symbol contains an ability to surprise that is
expressed by the possibility of its being one of twenty-six letters. The
reception of a specific letter thus contains a surprise value that derives
from the fact that it precludes the arrival of the other twenty-five letters.

This makes it possible to express with precision the difficulty of com-
municating: A character is a macrostate whose surprise value is deter-
mined by how many microstates correspond to this macrostate.

Shannon was very much in doubt as to what to call this quantity. He
considered using the word “uncertainty” and the word “information.”
The mathematician John von Neumann, known as the father of the
logical structure of today’s computers, tried to persuade Shannon to
call this surprise value “entropy,” because the similarity to the concepts
of thermodynamics was so striking and, he reportedly argued to
Shannon, “it will give you a great edge in debates because nobody really
knows what entropy is anyway.”2!

In the end, Shannon chose “information entropy,” but as nobody
knew what entropy was, his theory passed into history as a theory of
information.

In reality, the “information society” is thus an “entropy society”—a
society of ignorance and disorder.

This concept of information is defined most simply if we limit our-
selves to communicating via a very special alphabet—that of binary
numbers. When we use binary numbers, as people do everywhere
nowadays in the communications and computer industries, we have
just two fundamental means by which to express ourselves: 0 or 1.

As a macrostate, a binary digit corresponds to just two equally proba-
ble microstates. When we receive a binary symbol, our surprise is
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limited: either/or. But exactly this degree of surprise, where we distin-
guish between two equally probable possibilities, had been discovered
by Szilard and has since been dubbed “one bit”: the information con-
tained by a yes/no answer to a question, or distinguishing between two
possibilities. When we receive a bit; we receive a piece of information
that corresponds to distinguishing between two microstates. So you
have to receive quite a few bits before the surprise seems significant.

There is slightly more information in a symbol known to be part of
an alphabet. Here the arrival of a specific letter excludes not just one
other possibility but twenty-five. So you receive a handful of bits when
you receive a single letter—more precisely, you receive between four
and five bits.

In practice, of course, things are a bit more complicated. Language
is full of redundancy, or superfluous symbols. We do not need to know
all the letters to guess a word on Wheel of Fortune. So in practice the let-
ters have a lower average information value than five bits. In Danish,
the information content per letter is about two bits, while for a more
systematic language like German, the value comes down to about 1.3
bits per letter.22

What is more, the letters are not used equally, so there is not quite so
much information in receiving an ¢ as in receiving a z. On average,
each microstate (letter) has a probability proportional to the number
of different microstates. But the probability of each letter is propor-
tional to its frequency, which is also linked to the number of different
microstates there are overall. As Wheel of Fortune contestants know, the
information value of a letter is inversely proportional to its frequency.
The rarer the letter, the more information its presence contains.

Furnished with this exact definition of information that can be mea-
sured as a number of bits, Shannon was able to derive a shoal of very
useful equations governing the maintenance of telephone lines and
the cable dimensions required. His main conclusion was that you can
always transmit a message error-free if you have sufficient bandwidth.

Bandwidth expresses the ability of a communications channel
to transmit information in terms of bits per second. A telephone can
transmit four thousand bits per second, for example, while television
transmits four million—a thousand times as much. A good radio
receiver is somewhere in between, at about sixteen thousand bits per
second.?3
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Shannon knew that as long as the bandwidth was greater than the
information content per unit of time of the message, you could get
your message across without losing anything on the way.

That is nice to know when you make your living by selling telephone
lines to people.

But it does not necessarily have much to do with information in
the everyday sense. As we are all aware, it’s possible to hold protracted
telephone conversations without transmitting very much meaning at
all—or to write reams of words without their seeming particularly
meaningful.

The term “information” was not what mattered most to Shannon. In
fact, he did not like the word much and emphasized that what he had
come up with was a theory for communication, a theory for the trans-
mission of information, not its meaning. A given volume of informa-
tion may contain profound insights or a load of baloney. It does not
matter. The phone bill will be the same.

But that does not make Shannon’s analysis a load of baloney. For
what Shannon called “information” is just as genuine and real as what
Clausius called “entropy.” Making a phone call costs. Signals have to be
transmitted in order for your mother-in-law to prattle. But they do not
necessarily have anything to do with meaning.

Information is a measure of everything she could have said. Not of
what she did say.

The information content of a communication is an expression of the
volume of communications that could have been transmitted. Not of
the one that was.

Just as entropy at a given temperature is an expression of how many
different ways the molecules could have been arranged without making
any difference, information is an expression of how many ways the let-
ters could have been arranged without requiring another cable.

Thermodynamics is about macrostates that interest people: heat.
Information theory is about macrostates that interest telephone utili-
ties: symbols.

But there is something bizarre about Shannon’s definition of infor-
mation. It precludes any notion of meaning and concerns itself only
with meaning that could have been present but is not necessarily so.
Compared to our everyday ideas about information, it is a very meager
definition. On the other hand, it is incredibly precise, and we might
accept a certain hollow ring to it for the sake of precision.
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However, information is not always a particularly precise term. It is
an enormously subjective concept: It’s about how surprised we can be
at a message. It tells us that an a contains a certain information value
because we know that any one of twenty-five other letters could have
arrived but did not: the a did.

But what if we did not know that we were dealing with a letter from
an alphabet of twenty-six letters? How much information would there
be in an a then? Shannon’s definition of information tells us nothing
about that.

Information is defined only once you have defined who is talking to
whom and in what context. You cannot define Shannon information
until you know which common assumptions the transmitter and the
receiver are making by mutual agreement. So Shannon’s maneuver is a
peculiar one: First he throws out any talk of meaning, and then he
defines information as something that depends on a connection so fun-
damental that we do not even talk about it.

Unless we know how many microstates correspond to each macro-
state, we cannot talk about information at all. Only when we define
what macro- and microstates are can we know the amount of informa-
tion. Just as in the case of entropy.

Information is very closely related to entropy: The entropy of a given
macrostate is measured by the number of corresponding microstates.
The more there are, the greater the entropy. Information is something
we possess when we know which of the microstates is involved.

Aletter in a piece of writing has an entropy defined by the fact that it
may be one of twenty-six characters. Information consists of knowing
which of those characters it is. The information value of knowing which
microstate is involved depends on how many microstates could be
involved. The character has specific entropy, and knowledge of its
actual microstate—which letter’—yields a specific amount of informa-
tion, which corresponds to the entropy possessed by that character.

So we cannot define entropy or information unless we know the
context.

This has given rise to many misunderstandings, primarily because
“information” is a value-laden “plus” word, an expression we sponta-
neously associate with something “good.” For decades, information was
identified with order and entropy with disorder.
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That is an idea originating from the mathematician Norbert Wiener,
who founded cybernetics, the theory of control systems. In his book
Cybernetics (1948), he says that the information theory occurred to him
at about the same time it did to Shannon (who published it in 1948).24
A few lines later, Wiener declares that “Just as the amount of informa-
tion in a system is a measure of its degree of organization, so the
entropy of a system is a measure of its degree of disorganization.”?

This view is a far cry from Shannon’s. More accurately, Wiener’s notion
is the opposite of Shannon’s. But it was very influential, especially regard-
ing the study of Maxwell’s demon. Leon Brillouin developed Wiener’s
idea enthusiastically, summarizing it in the concept of negentropy,26
dis-disorder—i.e., order.

It sounds intriguing. But it cannot be correct. Indeed, to make it cor-
rect, Brillouin had to change the sign of Shannon’s concept of infor-
mation. Decades of misunderstandings arose from this change of sign.
Shannon information is entropy: the number of choices, the number
of microstates, indeterminacy. Brillouin simply changed the symbol:
Information is order—i.e., negative entropy.

The perception of information as order lies closer to our everyday
understanding of “information” than does Shannon’s notion of the
same name. So Wiener and Brillouin’s notion of negentropy is en-
ticing. The problem is simply that you cannot fiddle with the symbols in
an equation without losing the whole point.

As the Danish physicist Peder Voetmann Christiansen put it, “People
thought they could get hold of the meaning by changing the sign of
meaninglessness.”?’” Wiener and Brillouin were too impatient.

Entropy is a measure of an amount of information we have no interest
in knowing. Information is something to be found in bulk in a state
where the entropy is great. That does not mean we possess this infor-
mation; it means only that it is there, that we could obtain it if we could
be bothered.

Information is something that is to be found in disorder. There
is more information in disorder than in order. The more disorder,
the more information. The more microstates, the more informa-
tion. The more microstates epitomized by the macrostate, the more
information we have discarded when we restrict our thoughts to the
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macrostate. The macrostate “heat” refers to an inconceivably large
number of microstates that we do not know when we merely refer to
the temperature. '

A mess is hard to describe. Especially in detail.

The late American physicist Richard Feynman put it this way: “We
measure disorder by the number of ways that the insides can be
arranged, so that from the outside it looks the same.”28

Entropy is a measure of the amount of information we have dis-
carded when we view a system from the outside: the movements of a gas
as a temperature, a series of letters as a number of symbols. If we are
inside a system, we can obtain this information if we can be bothered. If
we are outside the system, we have “thrown it away”—or have never pos-
sessed it.

Information is an expression of the difference between being inside
and outside: temperature/molecules; number of characters/message.
Information and entropy tell us something about the difference be-
tween describing or controlling a system from the inside or from the
outside.

If we look at a gas from the outside, from our level of description,
where heat is most interesting, we can summarize things in a succinct,
overall description: the macrostate keat measured as temperature. If we
look at the gas from “its own” level of description, where everything
consists of molecules in motion, we have to enumerate enormous num-
bers of bits that describe enormous numbers of single states: the
microstates of molecular motion measured as speeds.

If we view the gas from the outside, we can extract a certain amount
of energy from the heat as long as we obey the second law of thermo-
dynamics, which is about gases described from without. If we look at it
from the inside, we can obtain much more energy from the molecular
motion of the gas—that is, if we can get rid of all the information now
in our possession.

As long as we are outside, we can be utterly indifferent to the infor-
mation inside the gas. But meanwhile we must abide by the second law
of thermodynamics and call this information “entropy.”

If we want to make the energy in the chaotic heat motion accessible,
we must get to know all the microstates of molecular motion we previ-
ously ignored by simply saying that heat involves a certain entropy. We
must obtain information about every single one of all these microstates.
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But then we’re in trouble: We’'ll either have to exert ourselves keeping
control of all the information or forget it all again. In the long run,
either will prove too costly.

Maxwell’s demon wants to describe the gas from within and without
at once. It wants to know where the molecules are and at the same time
enjoy the heat. But you cannot do that, even if you are a demon.

In 1988, Wojcieh Zurek posed an important question: What if the
demon is so cunning that it starts by measuring all the molecules and
then summarizes its knowledge in a very simple description, such as
“All the molecules are in the chamber on the left”? This information
does not contain many bits; just one, actually. It does not cost much to
get rid of this bit again, yet it contains a piece of knowledge that can be
used to hit the jackpot.

Now, what is interesting about our knowledge of the world is that
once in a while it can be summarized with such strange beauty that
enormous insight may be packed into just a few lines. The demon must
be able to do the same—and at the same time enjoy the gains within.

Is the demon, then, not mortal after all?



CHAPTER 3
INFINITE ALGORITHMS

If science can attain its goal, then Maxwell’s demon can also attain its
goal: to knock holes in the most fundamental law of nature discovered
by science.

In reality, this is the consequence of the question Wojcieh Zurek
posed in 1988: If the only reason Maxwell’s demon does not work is
that the demon expends masses of energy on forgetting everything it
has learned, the demon could simply summarize its knowledge in a
few formulae it would not cost much to forget again. Then it would be
able to cash in on almost the entire benefit of knowing the world at the
molecular level—it would be able to extract heat from the night frost—
at no cost. The second law of thermodynamics would be violated, the
perpetual motion machine possible—and the natural science view of
the world would be in deep trouble.

So it must be impossible for the demon to “compress” its knowledge
into a few simple formulae and data that tell the whole history of the
molecules in the container in which the demon operates.

But if it is impossible for the demon to do so, surely it must be impos-
sible for human beings? The goal of science has always been to draw up
the most concise description of the world possible. But there must be
limits as to how concisely the world can be described. Or there will be
problems with Maxwell’s demon.

That is the consequence of Wojcieh Zurek’s question: If we can
prove that we can describe the whole world in an arbitrarily concise
form, the most fundamental assertion in our perception of the world
breaks down: the second law will be breached.

45
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Maxwell’s demon is notjust a problem for the study of heat and thermo-
dynamics. Maxwell’s demon is a problem for our entire cosmography—
unless the notion that the entire world can be described in all its details
by just a few brief equations of almost divine beauty is incorrect.

It is. This was proved in 1930 in a study of the most basic problems in
the foundation of mathematics. It was a realization that totally trans-
formed the situation of the mathematicians and logisticians; a realiza-
tion that forced scientists to admit that they would never be able to
prove everything in this world, that human understanding of the world
will forever contain intuitive insights that cannot be proved; that
human beings know more about the world than they can explain via a
formal system.

This realization, understandably called the most profound proof
ever carried out, concerns the limits of the certainty of human knowl-
edge, the limits of what we can prove. It is proof that we cannot prove
everything, even when we know it is true.

That this should be remotely connected to thermodynamics and the
impossibility of building perpetual motion machines can hardly have
occurred to mathematician Kurt Gédel when he published his proof of
a theorem in January 1931. It took another half century, and it came
almost as a relief, to realize that it was precisely Godel’s theorem that
led to the explanation of why Maxwell’s demon did not work.

For in Godel’s theorem we simply come to grips with the very limits
of all formal knowledge—and thereby, in one sense, the only certain
knowledge we will ever possess: An infinity of truth can never be
embraced by a single theory.

Only the world is big enough to understand the whole world. No
map of the whole world can ever be made that includes everything,
unless the map is the terrain itself; in which case, of course, it is not
a map.

Modern mathematics’ account of its own foundations was annihi-
lated at a stroke. The dream of certitude withered.

“Wir miissen wissen. Wir werden wissen.” This was the great mathemati-
cian David Hilbert’s conclusion to his great summarizing lecture when
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his native town, Kdnigsberg, made him an honorary citizen on 9 Sep-
tember 1930. “We must know. We shall know.”!

For decades, David Hilbert had been the great spokesman for the
possibility of a clear, definitive account of the logical foundations of
mathematics. In 1900, he had listed the problems yet to be solved
before the foundations of mathematics were under complete control.
It had to be shown that mathematical science comprised a coherent,
uncontradictory, exhaustive logical system.

Again and again during the early decades of the twentieth century,
Hilbert emphasized that such an absolute clarification of the founda-
tions of mathematics was in sight, that there was sense in the belief that
any mathematical problem could be solved. “We are all convinced of
that,” he said, and went on to describe the mathematician’s dream:
“After all, one of the things that attract us most when we apply our-
selves to a mathematical problem is precisely that within us we always
hear the call: Here is the problem, search for the solution; you can find
it by pure thought, for in mathematics there is no ignorabimus [we shall
not know].”2

In 1930, when Hilbert was sixty-eight and retired from his professor-
ship in Gottingen, capital of German mathematics, one of the many
honors bestowed on him was especially gratifying: honorary citizenship
of his native town. The ceremony was to take place in the autumn,
when the Gesellschaft deutscher Naturforscher und Arzte (German
Society of German Scientists and Physicians) was to have its ninety-first
convention in Kénigsberg, which has played a very special role in the
intellectual history of Germany because the philosopher Immanuel
Kant lived and worked all his life there.

David Hilbert decided to give a grand lecture on the occasion of his
investiture: a lecture in which he would be able to forge the link back
to Kant, regarded as one of the greatest philosophers of modern times,
if not the greatest. Under the title Naturerkennen und Logik, he directed
sharp but politely formulated criticism at Konigsberg’s great son.

At the end of the 1700s, Kant had realized that human knowledge
was based on a number of preconditions that precede experience. We
can know the world only because our knowledge is based on a series
of concepts or categories, such as time and space, that themselves
cannot be known. We see through very specific spectacles, which we
cannot question, for they themselves constitute the precondition for
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our being able to see at all. Kant talked about the a priori of knowledge,
concepts and categories that are preconceived prerequisites to any
understanding.

Hilbert did not agree. “Kant has greatly overestimated the role and
the extent of the a priori,” he said in his address. “We see now: Kant’s a
priori theory contains anthropomorphic dross from which it must be
freed. After we remove that, only that a priori will remain which also is
the foundation of pure mathematical knowledge.”?

In other words, his project was to anchor mathematics in a handful
of logical, mathematical principles from which anything could be
proved in a final, conclusive fashion. This meant that logic would be
able to explain most of human intuition, so there would be no need for
Kant’s a priori—things in our understanding that we cannot account for
rationally, so that in the final analysis the explanation of understanding
rests in the fact that we are what we are and we perceive the world the
way we do. Hilbert wanted to do away with this illogical a priori. He
wanted a thoroughly transparent explanation of our knowledge.

In the 1800s, the French philosopher Auguste Comte founded posi-
tivism, the philosophical school which says we must stick to knowledge
that can be positively underpinned—i.e., through experience or logical
and mathematical proofs. Anything else is unscientific. Comte’s was an
attitude highly critical of Kant.

But positivism did not go far enough for Hilbert. In his address, he
referred to Comte and his discussion of the problem of unsolvable
problems (which is a problem for any philosophy that will accept only
knowledge the correctness of which can be proved).

Hilbert stated, “In an effort to give an example of an unsolvable
problem, the philosopher Comte once said that science would never
succeed in ascertaining the secret of the chemical composition of the
bodies of the universe. A few years later, this problem was solved. . . .
The true reason, according to my thinking, why Comte could not find
an unsolvable problem lies in the fact that there is no such thing as an
unsolvable problem.”#

There are no limits to thought, everything can be understood, one
day everything will be understood. Wir miissen wissen. Wir werden wissen.

A local radio station received a visit from Hilbert that day. Two mathe-
maticians from Koénigsberg had arranged for him to repeat the conclu-
sion of his address in the studio, so his words would go out on the air
and be recorded for posterity.
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Constance Reid, who has written a nicely balanced biography of
Hilbert, relates: “His last words into the microphone were firm and
strong: ‘Wir missen wissen. Wir werden wissen.’” As he raised his eyes
from his paper and the technician snapped off the recording machine,
he laughed. The record which he made of this last part of his speech at
Konigsberg is still in existence. At the end, if one listens very carefully,
he can hear Hilbert laugh.”

What Hilbert did not know was that in the audience for his address was
an unknown twenty-four-year-old mathematician from Vienna, who
had two days earlier, on 7 September 1930, for the first time, appar-
ently quite nonchalantly, in that very same town of Kdnigsberg, told his
fellow mathematicians of a discovery he had madeS—a discovery
founded upon Hilbert’s program for settling the foundations of mathe-
matics, but one that devastated this program.

The young man was Kurt Godel. Not many of his fellow mathemati-
cians took much notice of his announcement. He made it at a seminar
on the epistemology of the sciences, attended by many of the greatest
mathematicians of the day, yet it was not until his theorem had been
published that its significance began to dawn on them.

On 17 November. Godel submitted an article containing his proof to
Monatshefte fiir Mathematik und Physik. It was published in January 1931,
but on Christmas Eve, 1930, Hilbert’s assistant, Paul Bernays, wrote to
Godel asking for a copy of the printer’s proofs.” When Bernays told
Hilbert about Godel’s work, Hilbert was “somewhat angry.” But Hilbert
demonstrated his stature as a man and as a scientist in 1939, by expand-
ing, together with Bernays, Godel’s work with a number of important
technical details.

The words remain on the headstone of Hilbert’s grave in Gottingen:?
Wir miissen wissen. Wir werden wissen. But he lived long enough to know
that we never will.

In 1910-13, the British philosopher and mathematician Bertrand Rus-
sell and the mathematician A. N. Whitehead had published Principia
mathematica, a work that was meant to deduce all mathematical theory
from the laws of logic. While preparing the work, Russell had come
upon what is known as Russell’s paradox, which had to all intents and
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purposes spoiled their project. It turned out that there were contradic-
tions inherent in mathematics; paradoxes emerged from the otherwise
so logical system. It was particularly when mathematical quantities
began to refer to themselves that things went wrong. But Russell
thought these problems could be dealt with. A neat technical solution
was apparently found.

Kurt Godel’s January 1931 article bore the title “On formally unde-
cidable propositions in Principia mathematica and similar systems.” In
other words, it was with direct reference to the work of Russell and
Whitehead that Godel delivered his realization.

Bertrand Russell was an all-embracing intellect and became one of
the dominant philosophers of the twentieth century, busying himself
with almost all the disciplines of philosophy (and adopting widely dif-
fering philosophical stances in the course of his life). He abandoned
mathematical logic once he, as he thought, had solved its fundamental
problems in Principia mathematica.

“It is fifty years since I worked seriously at mathematical logic,” he
wrote in 1963, “and almost the only work that I have read since that
date is Godel’s. I realized, of course, that Godel’s work is of funda-
mental importance, but I was puzzled by it. It made me glad that I was
no longer working at mathematical logic.”10

Yet it was through Gédel’s work that the theme of the century began
to unfurl for real.

“I'am lying.” This statement, the paradox of the liar, has plagued Euro-
pean thought for thousands of years. If it is true, it is false, and vice
versa. A liar who says he is lying must be speaking the truth; if he is
lying, he is not lying when he says he is.

There are lots and lots of more technical versions of this paradox,
but in essence they are the same: Self-reference causes difficulties. This
applies to claims that one is lying and also to claims that one has said
things as concisely as possible. Such paradoxes are quite loathsome.
One of them is known as “Richard’s antinomy” and is about the
uncountability of numbers.

Godel demolished the hope for mathematical logic by studying
propositions reminiscent of these paradoxes—or antinomies, as the
philosophers prefer to call them. One of the very few nonmathematical
sentences in his 1931 paper reads: “The analogy of this argument with
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the Richard antinomy leaps to the eye. It is closely related to the ‘Liar’
too.”11

Godel’s ingenious idea was to take the assertion “I cannot be
proved.” If this is true, we cannot prove it. If it is false, then we can
prove it—i.e., we have proved something that is false. The assertion is
true if and only if it cannot be proved.

This was not too good for mathematical logic, but not because it was
a paradox, a contradiction. The problem rather is that the assertion “I
am unprovable” is true. It means that truths exist which we cannot
prove. There are truths we cannot arrive at through mathematical and
logical proofs.

This is an informal version of Godel’s proof'>—even though, of
course, it was originally expressed in a far more stringent version, in far
more formal terms. Godel showed that statements could be coded as
numbers. He thereby translated problems with statements that refer to
themselves into numbers that “refer to themselves.”

A simple yet very profound idea, it leads to the realization that a logi-
cal system can never prove its own consistency. The truth or correctness
of a logical structure or language can never be proved from within. You
have to stand outside the system and say, “It is consistent. It hangs
together.” Consistency and freedom from contradiction can never be
proved from within a system.

The mathematician Andrew Hodges has since put it thus: “Godel’s
special assertion was that since it was not provable, it was, in a sense,
true. But to say that it was ‘true’ required an observer who could, as it
were, look at the system from outside. It could not be shown by working
within the axiomatic system.”13

Logic can never do without man. -

“People often think of Godel’s theorem as something negative,” the
British mathematician Roger Penrose wrote in 1988.1¢ Godel’s realiza-
tion is usually perceived as a signal of everything man cannot do. Or,
as Danish philosophical literature puts it, as an axiom of impotence.'
Indeed, Godel’s proof is also proof of impotence. Not, however, of the
impotence of man—but of the impotence of logic.

We will never escape the need for our own powers of judgment.
Godel proved that people know more than they can know whence they
know it. Insight reaches further than any logical recipe can lead the
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mind. Godel’s theorem is an unparalleled tribute to the creativity of
the human mind.

But historical circumstances meant that Godel’s revelation was remi-
niscent of the conclusion of a previous epoch more than it signified the
start of a new one.

Hilbert’s program was merely the mathematical expression of an
overconfidence that infected the philosophy of science at the turn of
the century. Comte’s positivism condemned any knowledge that could
not be positively founded in experience or logical deduction. In the
Vienna of the 1920s, this philosophy was refined and honed in a direc-
tion known as logical positivism. A circle of philosophers and mathe-
maticians honed the positivist requirement into a requirement that one
must be able to verify knowledge before it could be taken seriously.
One must be able to prove that it was correct.

The consequence of this refinement was the death of positivism. It
turned out that it was irreconcilable with the use natural science made
of induction, where one derives a general law from a series of observa-
tions. After all, one never knows whether the next phenomenon one
observes will violate the law one has just drawn up.

That positivism could collapse this way could have been no surprise
to Godel, who attended the meetings of the Vienna circle; his entire
mathematical philosophy was inspired by Kant, who stressed that we
cannot prove all that we know but must accept that it is based on
premises that cannot be proved—the a priori categories.

But Godel was not merely an opponent of positivism. He was a Pla-
tonist. His views on the quantities mathematics involved derived from
the Greek philosopher who drew up a philosophy of ideas in about
400 B.c. Plato’s idea was that behind the reality we perceive through
our senses there was an even more real reality, composed of funda-
mental principles, ideas, of which the reality we perceive is merely an
impression. But it exists, whether we realize it or not.

This view was in powerful contrast to most of the views in mathe-
matics in the early twentieth century (but is far more widespread
today). David Hilbert thought that mathematics was a kind of game
that showed its correctness through its formal consistency. Bertrand
Russell considered mathematics simply a type of applied logic. Others,
such as the Dutchman Luitzen Brouwer, considered that mathematical
quantities were refinements of human practice—i.e., our intuition.

But Godel thought that the reality of these quantities had nothing to
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do with whether we could prove that they were consistent or could be
proved logically or applied in practice. Integers and other mathemati-
cal quantities exist “out there” long before we realize their existence.

Godel held these views from the mid-1920s through the 1930s, when
he achieved one profound result in mathematical logic after another.
He considered that these views were vital to his scientific achievements.
But he did not discuss them. He did not publish his philosophical
views, even though philosophy was his major interest all his life. Only in
1944 did his views find public expression, in a Festschrift for Bertrand
Russell. The mathematician and philosopher Solomon Feferman says
of this article: “Hilbert died in 1943, the year before Gddel (1944)
appeared.”16

“In the course of preparing an introductory chapter on Gddel for a
forthcoming comprehensive edition of his works, I was struck by the
great contrast,” wrote Feferman, principal editor of Godel’s Collected
Works,!7 “between the deep platonist convictions Godel held con-
cerning the objective basis of mathematics and the special caution he
exercised in revealing these convictions.”18

One may ask what this silence cost him. Godel did not share the
source of his insights with many people. He did not reveal directly what
he believed about the world. He told others only what he could prove.

Gadel lived a very isolated life, trusted few people, and was admitted
on several occasions to sanatoriums, for treatment of depression and
overwork. He was reserved and suspicious—not least where doctors
were concerned, despite being preoccupied by his own health. His
depression increased, and in the 1970s it developed into paranoia and
lesési_c_gxr_lgr(_)@_g of fear of poisoning. The situation became critical
in 1977 when his wife was hospitalized and could no longer cook for
him. He would not open the door to nurses, and on 14 January 1978 he
died, in the fetal position. “Malnutrition and inanition” resulting from
“a personality disturbance” was given as the cause of death.1?

He had presented the most beautiful tribute to the reach of the
human mind beyond the domain of the formally provable that has ever
emerged from the realm of logical thought. But it was regarded as an
assertion of impotence, a technicality, from the historical point of view,
a localized rebellion against excessive faith in science.

Kurt Go6del himself accepted the following formulation, which
comes to us from the mathematical logician Hao Wang: “In philosophy
Gaodel has never arrived at what he looked for: to arrive at a new view of
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the world, its basic constituents and the rules of their composition. Sev-
eral philosophers, in particular Plato and Descartes, claim to have had
at certain moments in their lives an intuitive view of this kind totally dif-
ferent from the everyday view of the world.”20

Godel certainly had such revelations. But he did not dare discuss
them. He dared only to reveal to us what he could unambiguously
recount from them. He dared only to share his revelations as they
appeared from the outside. From the viewpoint of the rest of the
community.

The miracle of mathematics is that it sufficed to enable others to see
the light.

In spring 1935, twenty-two-year-old Alan Turing, who had just com-
pleted his doctorate, attended lectures given by the mathematician
M. H. A. Newman in Cambridge, England. The subject was the funda-
mental problems of mathematics. The point of departure: Hilbert’s
program. The lectures reported that Godel had clearly and plainly
shown that the central elements in Hilbert’s program did not hold
water. But one question remained, which Go6del had not settled:
Hilbert’s so-called Entscheidungsproblem—the problem of decidability.

This Entscheidungsproblem faces the other way: If we have a mathe-
matical system that talks about a particular proposition, can we decide
whether it is possible to deduce this proposition from that system?
Godel had shown that in any closed system, questions will arise that
cannot be answered—true statements that cannot be deduced. That
was decisive, for it showed that the dream of a mathematics settled
once and for all was impossible.

The problem of deciding or not whether one specific proposition or
another can be deduced seems to be far more suited to engineers, a
problem that concerns specific, concrete questions. Of course it inter-
ests mathematicians, but to the rest of us it must appear considerably
less important than the fundamental problem itself: that we cannot
prove everything.

But no. Even though the question may sound dull, the answer cer-
tainly was not.

In his lectures, Newman asked whether we could conceive of some
kind of “mechanical process” we could apply to a mathematical
problem in order to see if there was a solution. Fundamentally, this was
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what Hilbert had been asking: Was there a recipe that could tell us if we
could deduce a specific consequence from a theory? Preferably a recipe
that did not require too much imagination but was indeed highly
mechanical—an algorithm, as mathematicians call it.

“A mechanical process.” Alan Turing considered Newman’s expres-
sion. He thought about machines; machines that could calculate.
There were such things in 1935, but they were not especially inter-
esting. So Turing considered the principles for machines: What is
required for a machine to be able to solve a mathematical problem and
figure out if a proposition can be derived from a theoretical system?

Not much was required. Turing invented a simple logic machine,
which could not do very much. It could follow a few instructions:
write, read, and do corrections in its memory. Not much more than a
typewriter.

But Turing equipped his logic machine with an infinitely large
memory. He envisaged the machine recording its activities on a roll of
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A Turing machine—the logical precursor of the computer. A simple logic machine with
an infinite memory

paper infinitely long, paper that could be moved back and forth so that
the machine—just like a typewriter—operated on only one spot at a
time. This infinite roll of paper—a ribbon, a tape—possessed an
infinity that meant it really did not matter how clumsy the machine was
at performing its instructions. Because it had enough memory, and
enough time.
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Turing realized that such a simple machine—known today as a
Turing machine-—could actually solve many of Hilbert’s problems
of deduction, precisely because Godel had invented elegant logical
maneuvers by which to treat all manner of mathematical constructions
disguised as numbers. It was a universal machine capable of solving any
kind of arithmetical problem. Any calculation known to be perform-
able could be performed by a Turing machine, which thus embodied
the principle of a calculating machine in pure and general form.

But Turing soon realized something else: Algorithms could be
described that the machine could not chew its way through in compre-
hensible fashion. There were quantities it could not arrive at. Not
because the figures were too big, but because the algorithm was too
inscrutable: One could not say whether the machine would arrive at
the number until it had done so, and that might take infinitely long. So
within a finite period of time, one could not know whether it would
ever arrive at the result.

This meant that Hilbert’s Entscheidungsproblem was unsolvable. We
cannot provide an algorithm that tells us whether anything can be
deduced from a mathematical system.

An important conclusion in its own right, and one that was arrived at
simultaneously and independently by another scientist, the American
logician Alonzo Church.

But the interesting thing about Turing’s findings was that he had
made two discoveries at once, one summer day when he was lying in a
meadow. In his biography of Alan Turing, the mathematician Andrew
Hodges puts it this way:

“Alan had proved that there was no ‘miraculous machine’ that could
solve all mathematical problems, but in the process he had discovered
something almost equally miraculous, the idea of a universal machine
that could take over the work of any machine.”2!

Turing had created the theory for machines that could calculate. A
few years later, the Second World War brought the resources necessary
for the urgent development of electronic computers, particularly in
Britain and the United States. Under Turing, the British used them to
crack Germany’s secret communication codes. The Americans used
them for building the atom bomb, among other things.

Since World War II, computers have become common property. For
decades now, man has been dominated by the idea of the endless possi-
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bilities computers allow us for controlling the world and monitoring
absolutely everything.

But the fact is that the concept and theory of computing were
invented at the very instant Alan Turing realized that we cannot com-
pute everything. The human mind was able to formulate the idea of a
universal calculating machine at the very moment it became obvious
that we cannot calculate everything mechanically; that there are ques-
tions that we know as answerable only once they have been answered,
and not before.

The depth of this relationship may seem alien to us. The Church-
Turing thesis simply states that you can compute anything that has
already been computed. You can do whatever you know you can do.
And you know whether you can do more only once you’ve done it!

Today, when computers are omnipresent, this finding is more
familiar as the Turing halting problem: In general, can we figure out
when a computer will have finished a specific calculation? The answer
is no; we cannot know in advance when a computer will finish a calcula-
tion (unless, of course, we have tried it before).

Similarly, we cannot know whether a computer will ever finish a cal-
culation until it has finished. Until it has finished, we don’t know
whether it will finish or whether it will just go on forever.

This is not the case for the simple sums of everyday life, of course,
for we have plenty of experience with them. But it is only because we
have experience of them that we know this. There are no principal uni-
versal logical rules that tell us anything we did not already know.

The Church-Turing thesis and Turing’s halting problem tell us that
we can learn nothing unless it is through experience. There is no possi-
bility of telling in advance what will happen.

In this respect, computers are similar to seekers of the truth and
little children. All we can do is wait until the cry comes: “I've finished!”

“Many mathematicians would perhaps prefer to limit the disclosure of
the present status of mathematics to members of the family,” Morris
Kline wrote in 1980 in his preface to a book about mathematics’ loss of
certainty. “To air these troubles in public may appear to be in bad taste,
as bad as airing one’s marital difficulties.”?2

Indeed, many years did go by in which the crisis made few waves. As
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Rudy Rucker summarizes the sequence of events in a book published in
1987: “Godel’s theorem shows that human thought is more complex
and less mechanical than anyone had ever believed, but after the initial
flurry of excitement in the 1930s, the result ossified into a piece of tech-
nical mathematics. Godel’s theorem became the private property of
the mathematical logic establishment, and many of these academics
were contemptuous of any suggestion that the theorem could have
something to do with the real world.”?3

The philosophers were not doing much better either, although in
the early 1930s the Polish philosopher Alfred Tarski did present a
Godel-like argument demonstrating that one could never deduce the
truth of a system from within the system itself.24

But Godel’s theorem did become widely known, not least because in
1979, the American computer scientist Douglas Hofstadter published a
very beautiful, very difficult, and very famous book, Gédel, Escher, Bach,?
in which he points out the spiritual kinship of Johann Sebastian Bach
(1685-1750), whose contemporaries found his music too mathemati-
cal; the graphic artist Maurits Escher (1898-1972), still not properly
acknowledged by his fellow artists; and Kurt Godel (1906-1978), news
of whom is only now reaching wider circles.

There was another reason why the world began to take notice of
Godel: It became clear that the phenomenon he had pointed out was
not limited to the quaint paradoxes of the ancient Greeks. Unprov-
ability and undecidability are fundamental features of our world.

The further development of Gédel’s theorem in the 1960s was given
several names—the theory of Algorithmic information, algorithmic
complexity, algorithmic randomness—whichever name we choose, it
had three fathers: Ray Solomonoff, Andrei Kolgomorov, and Gregory
Chaitin.

Complicated? Not so bad as it sounds. Actually, this theory makes it
far simpler to express just what it was that Goédel and his successors had
discovered. For it gives us a sensible definition of what randomness really
is; and that is important because it thereby gives us a hint as to what
order is.

Its point of departure is numbers. What is a random number? As the
three gentlemen are mathematicians, they have a penchant for binary
numbers—i.e., numbers consisting of 0’s and 1’s. 010110100110 . . .
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A number like that is a real eye-strainer, but we can just put a pe-
riod up front and make it look like a good old-fashioned decimal:
0.10110100110. Is this a random number? Well, we just jotted down a
series of random binary digits. But were they just chance?

We could also have tossed a coin twelve times and noted heads as 1
and tails as 0. Surely then the number would have been random? We
can try it: 100010000111—no, there was no cheating: a coin was tossed
twelve times. But if we try again, the number will definitely be different:
110011010000.

Of course, we could have done something quite different. For
example, we could have arranged a test of our knowledge of binary
numbers. By writing, for example, 0.010101010101.

That does not look so random at all. It is a sequence of 01’s. So it
could be expressed much more simply: “O period 6 times 01.” But as a
matter of fact, this was a particularly devious example,?6 for it can be
expressed even more concisely: It is the binary representation of 1/s.

The point is that there are some numbers that can be expressed
much more concisely. 111111111111111111 can be written “18 times 1.”

If we use the decimal system, 0.42857142857 can be written as 3/7, and
1234567891011121314151617181920 can be written as “the sequence
of numbers from 1 to 20.”

But can the coin-tossing sequences be described more concisely? No,
they cannot. After all, they are a kind of report of twelve successive
events, completely independent of one another. There is no system to
decide whether a 0 or a 1 will appear in the next position. Oh, we
would expect a long string of 0’s and 1’s to contain roughly the same
number of 0’s and 1’s, because we expect roughly the same number of
heads and tails. But the order is random. There is no system in it.

Of course, we could toss the coin twelve times and come up with the
sequence 010101010101, which can be expressed very concisely, but
it would not happen very often. In fact, we would have to reckon
on tossing the coin many thousands of times before we came up with
precisely that sequence (or any other specific sequence). We can’t be
bothered.

So random numbers cannot be described more concisely. But other
kinds of numbers can be, such as 0.42857142857, which can be written
as 3/7.

So we can differentiate between random numbers and ordered
numbers: Random ones are the ones that cannot be described more
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concisely, while ordered ones are the ones that can. That is what we
mean by order.

The three gentlemen’s theory says that we thereby have a very nice
theory for order and randomness. Randomness is that which cannot be
expressed more concisely by an algorithm. A random number is a
number that cannot be expressed more concisely than itself.

The opposite is the case with ordered numbers. “3/7” is a rule of
arithmetic, an algorithm that tells us how to obtain the sequence
0.42857142857 (when we tacitly agree that we will make do with the
first twelve digits). So this sequence is less random than the sequence
0.32857142877—where two digits have been altered, thereby presumably
creating a number that cannot be reduced to a simple fraction.

But can we be sure? Who says that 0.32857142877 is not some simple
fraction or other that we merely failed to grasp in the rush?

Perhaps there is a reader out there who will find an algorithm for
the sequence 0.32857142877 that is shorter than the sequence itself. If
so, that will prove that this sequence is not random. But until then, we
can assume that it is.

However, one never knows what a cunning reader might come up
with; and in a sense, that is what Godel proved.

We cannot propose a general rule that tells us how to figure out
whether a number is random or not—whether it can be expressed
more concisely or not. This is a direct consequence of Godel’s realiza-
tion. It is Godel’s theorem,; it is what he proved.

We know whether a number can be expressed more concisely only
when we realize that it can be. Until then, we cannot decide.

There are far more random numbers than ordered ones. Most num-
bers cannot be expressed more concisely than they are already. We can
understand this intuitively from the way in which we created our (hope-
fully) random number: We simply took an “ordered” number (3/7),
wrote it as a decimal, and changed two digits. The result was a (presum-
ably) random number. But we could have changed two other digits, or
changed the two we did change into something quite different. The
result would (presumably) have been just as random. (It is important
that the algorithm describing the way we create our “messy” number
cannot be expressed more concisely than the number itself, or things
will go wrong: 0.32857142877 can be expressed as 3/7 — 0.1 + 2 X
10-10, which is almost shorter than the number itself, which would then
not be random at all.)
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It is possible to prove that a number is not random because it can be
described more concisely—namely, by giving an algorithm for it. But it
is not possible to say that it cannot be described more concisely.

That is Godel’s realization: We can know that it is order when we see
it. But we cannot know that it is not order just because we cannot see
it—and no mathematics, logic, or computers can help us.

Order is order. The rest is undecided.

Of course, the three gentlemen have expanded on these ideas. The
shortest way of describing a series of numbers can also be expressed as
the shortest instruction we can give a machine to make it print out the
number. A random number requires that we tell the machine the
whole sequence, while a number such as 0.42857142857 can be entered
more concisely as 3/7.

The idea is, then, to define the algorithmic information content of a
sequence of numbers as the shortest algorithm that will make a Turing
machine print the sequence out. This concept is also known as algo-
rithmic complexity or algorithmic randomness.

But—we could object—that means that random numbers contain
more information than ordered ones. Indeed they do. The information
content expresses how difficult it is to transmit a message. A longer
telephone conversation is required to describe the twelve tosses of the
coin than 3/7, for the random is what cannot be said more concisely.

Information is associated with entropy, a measure of thermodynamic
disorder. The macrostate “12 tosses” corresponds to more microstates
(binary digits) than the macrostate “3/7.” There is more information in
the twelve tosses of the coin.

Information is a measure of randomness because randomness is a
measure of disorder: something that is difficult to describe.

Information is a measure of how surprised we are; and there are
more surprises in disorder than in order. In fact, that is precisely what
we mean by order: something that cannot surprise us because it is
ordered.

The peculiarity of Shannon’s notion of information thereby becomes
comprehensible: Information is defined only when we know the context;
when we say which macrostates and microstates we are talking about.
Information is defined only when we explain what we mean by order.

Godel’s theorem tells us that we can never know whether there is
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order in something random. An order we have not yet caught sight of.
To know how much information there is in a piece of disorder, we must
know how much order has already been discovered in this disorder. We
cannot define information until we know what order the receiver of the
information has discovered. Information cannot be defined without
knowing the context. Not because there is anything wrong with our
notion of information, but because the notions of order and random-
ness necessarily include an element of subjectivity.

Each of the three gentlemen came up with the theory of algorithmic
information independently of one another. Andrei Kolgomorov, one
of the greatest mathematicians of the century, was working in Mos-
cow; Raymond Solomonoff in Cambridge, Massachusetts; and Gregory
Chaitin in New York. Gregory Chaitin in particular pursued the theory
even further. In the 1960s, when the theory was born, Chaitin was
studying at City University of New York. Today he works at the IBM
laboratories in Yorktown Heights near New York (where Rolf Landauer
and Charles Bennett work).

Chaitin has proved that Godel’s findings are natural and easy to
understand: Godel showed that any formal system consisting of a finite
series of postulates or axioms will always contain incomplete proposi-
tions. You cannot completely explore such a system from within. You
can never get to know it completely if you restrict yourself to formal
methods of proof.

“Godel’s theorem may be demonstrated using arguments having an
information-theoretic flavor,” Chaitin writes. “In such an approach it is
possible to argue that if a theorem contains more information than a
given set of axioms, then it is impossible for the theorem to be derived
from the axioms. In contrast with the traditional proof based on the
paradox of the liar, this new viewpoint suggests that the incompleteness
phenomenon discovered by Godel is natural and widespread rather
than pathological and unusual.”??

But Chaitin also derived his theorem as an extension of Godel’s.
Chaitin started with Turing’s halting problem—can we know when a
computer will halt as it solves a problem? The answer is that we can
know only once it halts.

Chaitin asked what the probability was of a Turing machine, given a
perfectly random program, halting because it had found a solution. He



Infinite Algorithms 63

proved that this probability is unknowable. We cannot calculate it. It is
a number by the name of Omega. It is somewhere between 0 and 1. But
we can never know it.

Chaitin proved that this meant that the very theory for whole num-
bers must be riddled by randomness. Number theory cannot be
described without random elements entering the picture.

In 1988, the British mathematician Ian Stewart, who must surely
be the clearest commentator on mathematical science today, wrote
in Nature: “For the foundations of mathematics, and even the philoso-
phy of its application to science, this century has been one of shattered
illusions. Cosy assumption after cosy assumption has exploded in math-
ematicians’ faces. The assumption that the formal structure of arith-
metic is precise and regular turns out to have been a time-bomb, and
Chaitin has just pushed the detonator.”?8

Later the same year, Chaitin wrote in Scientific American: “How have
the incompleteness theorem of Godel, the halting problem of Turing
and my own work affected mathematics? The fact is that most mathe-
maticians have shrugged off the results. Of course, they agree in prin-
ciple that any finite set of axioms is incomplete, but in practice they
dismiss the fact as not applying directly to their work. Unfortunately,
however, it may sometimes apply. Although Goédel’s original theorem
seemed only to apply to unusual mathematical propositions that
were not likely to be of interest in practice, algorithmic information
theory has shown that incompleteness and randomness are natural and
pervasive,”29

Mathematics is apparently too important to be left to mathematicians.

Chaitin would agree. “The fact that many mathematical problems
have remained unsolved for hundreds and even thousands of years
tends to support my contention. Mathematicians steadfastly assume
that failure to solve these problems lies strictly within themselves, but
could the fault not lie in the incompleteness of their axioms?” He adds:
“This may seem like a ridiculous suggestion to most mathematicians,
but to a physicist or a biologist it may not seem so absurd.”30

“It’s the Watergate question: what does Maxwell’s demon know—and
when does he know it?” said Wojcieh Zurek enthusiastically during his
introductory address at the seminar on complexity, entropy, and infor-
mation physics at the Santa Fe Institute in 1990.
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Zurek had a pretty good idea, as he had explained at the first
meeting of the group, two years earlier. His address then was entitled
“Algorithmic Information Content, the Church-Turing Thesis, Physical
Entropy, and Maxwell’s Demon.”3! His idea linked these hitherto dis-
parate areas of physics and mathematics together.
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Landauer and Bennett were in the audience. Zurek quoted their
solution to the problem of Maxwell’s demon—a solution which indi-
cated that the problem for the demon was forgetting everything again:
Once it had measured where all the molecules in the container were
and the way they were moving, so that it could let the swifter ones into
one chamber, it had scored a gain, certainly, but also taken on an awful
lot to remember. The problem was not, as Szilard and later Brillouin
thought, measuring where the molecules were. The problem was all the
knowledge the demon had acquired. Landauer had proved that getting
rid of this information was costly; Bennett had proved that the cost of
doing so redeemed the second law of thermodynamics. The demon
could not power a perpetual motion engine.

But then an idea had occurred to Zurek: What if the demon was so
clever that it could compress its knowledge? What if it could describe
the molecular motion in very concise form so it wouldn’t cost so much
to clear its memory again? If it could remember, for example, that all
the swifter molecules were in a particular location (the bottom of the
container) that it would not cost so many bits to describe—and then
forget? Would this intelligent demon then be capable of making per-
petual motion machines and a mess of our view of the world?

With great pleasure, Zurek described how he had solved this prob-
lem: for there are limits to how clever the demon can be. Physical
limits. It cannot describe the molecular pattern in a way that is less
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complicated than it already is—and the laws of physics tell us the least
degree of complexity things may assume.

Certainly, it does not cost many bits to describe a situation where all
the molecules are gathered in the left-hand portion of the container.
But physically such a situation is highly improbable—it is precisely the
one the demon wants to bring about through its clever attempt to make
a gain.

The demon must therefore respect the fact that there is always dis-
order in a concourse of molecules in equilibrium; and the description
cannot be made more concise than the reality of this disorder. Devia-
tions from equilibrium occur, but they are rare, so they do not mean
anything in the long run.

So Zurek had translated physical disorder into notions of descrip-
tion. The key to this operation had proved to be algorithmic informa-
tion theory, for an enormous assemblage of molecules can be
described as a very long string of numbers. They are produced by all
the molecules’ being measured and weighed from tip to toe—resulting
in a series of numbers.

The complexity of these numbers must reflect the complexity of
the state of the molecules. Precisely because we are dealing with a
random movement of heat, the numbers that describe the molecular
motion must also contain a whole bunch of randomness. A major fea-
ture of such randomness is that it cannot be described with arbitrary
conciseness.

So Zurek had used algorithmic information theory to translate physi-
cal randomness into the length of the shortest description. This gave
him a measure for how much information the demon had to discard in
order to “keep its head cold.”

This measure could be compared to the work the demon could
achieve by having the description. If the second law was to hold water,
the randomness in the molecules should be reflected in the random-
ness in the description, which would make it just long enough to
render the gain less than the cost.

Zurek had discovered that a particular theorem in information
theory, the Kraft inequality, saved the second law. “The success of an
intelligent Maxwell’s demon is ruled out as a consequence of a theo-
rem which was proposed a century after the second law in a very dif-
ferent context of the theory of communication!”32 Zurek explained
eagerly.
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While the audience buzzed and applauded this splendid example of
the link between widely differing fields of research and shared in the
pleasure of this discovery, Zurek began to describe a lecture he had
given a few months earlier in which he had shared his triumph with an
audience at an American university.

“Then somebody asked one of those questions one does not know
how to answer. A highly intelligent question,” said Zurek, and glanced
good-humoredly at the physicist who had been asking all morning why
his car was interested in entropy when it was merely a subjective notion.

The audience quickly gathered that none other than William Unruh
from Vancouver had asked the question. Bill Unruh belongs to the
beautiful line of physics best described as clear-sighted sassiness—Herr
Warum, Mr. Why, as Godel had been called in his childhood. At this
meeting too, Mr. Unruh played that role.

“He asked what would happen if the demon was so intelligent that it
only measured the molecules it could pay to measure,” said Zurek,
“and just forgot about the others.”

Bill Unruh had asked, but Zurek had not answered at the time.
Because the answer did not spring to mind.

But he did have the answer ready for Santa Fe. A detailed analysis of
a logical sequence revealed that it was very simple. The demon would
of course have to forget all the molecules it could not pay to remember.

And forgetting is what really costs, Zurek explained. “That’s right!”
agreed the audience, led in its laughter by Unruh, who has asked so
many questions over the years, many of them very good ones, that he
has no problem living with the fact that most of them turn out stupid in
the end.33

Bill Unruh’s question proves that the argument can be reversed:
Once in a very rare while, the demon will find itself in a container
where all the molecules are congregated on the left. This situation is
just as physically improbable as it is easy to describe: 1 bit. Hard to find,
easy to forget: There are no “bad” molecules to remember. But when a
demon encounters this situation (without having created it itself), it
will be able to obtain work from it. Otherwise there would be some-
thing wrong with the information-theoretic analysis. As the physicist
Carlton Caves puts it, “The demon wins occasionally, but not in the
long run.”34
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Zurek’s paper was a triumph not just for Zurek but for the whole gath-
ering. People had come for a project aimed at describing physics in
terms of information. No new idea, certainly—since Shannon’s infor-
mation theory in 1948, people had been trying to explain practically
anything in terms of information. '

What was new was that now they looked as if they were getting some-
where; as if the algorithmic information theory suddenly made it pos-
sible to link physical entropy to the information of the description; as if
disorder and randomness could be captured by a physics that was
mostly about order and rules.

Maxwell’s demon had proved to be the key. Studying this tricky little
mischiefmaker had been most useful for understanding these new ideas.

Scientists had succeeded in creating a “computational counterpart
of the second law of thermodynamics,” as Zurek immodestly phrased it
in Nature. Physical entropy can be understood as a disorder one can
account for via algorithmic information theory. Plus, of course, the
ignorance we ourselves supply. The irrevocability of discarding infor-
mation had itself solved the problem: “I have demonstrated that the
second law is safe even from ‘intelligent beings,” as long as their abili-
ties to process information are subject to the same laws as those of uni-
versal Turing machines. . .. Turing’s halting theorem implies that the
information required to attain maximum efficiency can be secured
only through an indefinitely long computation. Gédel’s undecidability
can be regarded as an additional source of dissipation.”3>

Maxwell’s demon has not been exorcised. It may no longer be a
threat to the second law, but instead of being a mischievous devil, it has
turned into a true friend, evidence of profound affinities in our world,
of molecular details we do not wish to know and therefore never will.
We would rather feel the warmth.

If the world could be exhaustively described in an arbitrarily brief
number of algorithms, there would be a problem with Maxwell’s
demon. But it cannot. The scientists’ ancient dream of a total all-
embracing theory, the world formula that predicts everything, is passé.

As the German biologist Bernd-Olaf Kuppers puts it, “... in the
framework of algorithmic information theory, there is a strict mathe-
matical proof for the assertion that we can never know whether we
are in possession of the minimum formula by means of which all the
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phenomena of the real world can be predicted. The completeness of a
scientific theory can in principle never be proved.”36

We can take pleasure in such concise, elegant expressions as Max-
well’s formulae for electromagnetism. But we can never know whether
we could express them even more concisely. Not until the day we do so.

Life will forever be open to us. We will never know that it cannot be
expressed more beautifully.

The beauty in the world is growing.



CHAPTER 4

THE DEPTH OF
COMPLEXITY

“What apple?” Seth Lloyd was quick. Very quick. Actually, he defused a
rather good practical joke.

The physicist from the California Institute of Technology was
standing with his back to the audience. He was writing formulae on the
board as he explained how he would derive the existence of things
from notions of information.

It was Friday afternoon, 20 April 1990, and at the beginning of the
week John Wheeler had prophesied that by this stage the assembly
would have arrived at an explanation of how the universe was put
together. Of course, this had not been fulfilled yet at the Santa Fe Insti-
tute, but many of the physicists felt that the conference on complexity,
entropy, and information physics was really onto a very good thing. “It
from bit,” as the graying visionary John Wheeler had put it—deriving
the theory of things from the theory of information.

Seth Lloyd had kicked off his lecture on “Logical Friction” by talking
about an apple and its itness. “I want to try and do what Wheeler sug-
gested, and derive it from bit,” said Lloyd, and took a bite of the apple.

But he soon switched from his tangible apple to more theoretical
matters, dressed up in a very long series of equations that Lloyd scrib-
bled on the board as a couple of dozen physicists struggled to keep
their eyes open at the end of the last day of the week.

During one of Lloyd’s longer calculations, the physicist John Denker
from AT&T’s famous Bell Laboratories swiped the apple from Lloyd’s
lectern. It vanished. Another colleague from Bell Labs, Yan LeCun,

69
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caught on to the idea and interrupted Seth Lloyd’s flow of words as he
calculated. “How does that particular notion relate to the itness of the
apple?” His question was not especially shrewd, but everyone waited for
Lloyd’s reaction with bated breath.

Seth Lloyd turned to face the audience to make his reply, but he
spotted the trap quick as a flash. “What apple?” he asked, and he
turned back to the blackboard and went on calculating.

The next time he was interrupted, this time by a more serious ques-
tion, he turned to the audience and remarked, “I refuse to answer any
more questions until I've gotten my apple back!” But by now the apple
was on the lectern again, and the audience tried to pretend they did
not know what he was talking about.

When the lectern was over, tumult arose. Doyne Farmer, who headed
up the nonlinear-studies group at the Los Alamos lab near Santa Fe,
tried to capture Lloyd’s apple. “I want that apple so bad,” he shouted,
but Lloyd was not going to give it up just like that. The apple of discord
ended up on the floor of the lecture room at the Santa Fe Institute,
smashed to bits.

That week, it did not get derived from bit. But the prospects for its
being so are so good that scientists are already racing to see who will
solve the riddle of complexity.

“Complexity covers a vast territory that lies between order and chaos,”!
the physicist Heinz Pagels wrote in his visionary book The Dreams of
Reason (1988). For the fact is, the spectrum of possibilities that the
notions of order and disorder offer our cosmology is a very poor one.

Total disorder is uninteresting. A mess. Not worth talking about,
because we cannot describe it in any explanatory way. There is no more
to be said about disorder than it says itself.

Similarly, total order is not particularly interesting either. A lattice of
atoms in a crystal, a meticulously arranged pattern of reiterations. What
there is to say about such order is quickly said and soon becomes trivial.

So there must be a third possibility, which is neither total disorder
nor total order, something that is definitely not trivial but is compli-
cated without being chaotic: complexity.

This territory between order and chaos encompasses practically
everything worth talking about, everything we talk about and experi-
ence in our everyday lives: living beings, changes in the weather, won-
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derful landscapes, friendly conversation, delicious salads, and fun and
games. ' ,

Take a piece of writing. If it is totally ordered and predictable, it is of
little interest. There is an enormous amount of order in a text com-
posed of regular series of letters such as AAAAAAAAAA. The algo-
rithmic information theory explains why it is boring. It is not difficult to
prepare a concise description that permits the reproduction of such a
text: 10 times A.

Conversely, a total mess of a text isn’t that interesting either:
LIUQWEGAEIUJO. According to algorithmic information theory, the
shortest program that can reproduce this string of random letters is the
string itself. Because it is a random string of letters.

Widespread acceptance of information theory has always been
plagued by the fact that there is far more information in a text written
by a monkey than in a text written by a famous author. But this is only
natural, because there is no system in what the monkey writes (as far as
we can see, at any rate), so it cannot be expressed more concisely,
whereas the author’s text always includes an amount of redundancy—a
meaningful text can always be expressed a bit more concisely because
language contains a degree of superfluous characters. You u_ders_and
w_at is _rint_d her_ even _houg_ ever_ fift_ lett_r has _een r_move_,
righ_»

A totally ordered text contains very little information and is there-
fore very easy for the telephone engineer to compress and transmit,
whereas a totally disordered text requires very accurate reproduction,
and even that cannot make it especially interesting.

So meaning and information cannot have much to do with each
other as regards pieces of text. Similarly, complexity and information
cannot have much to do with each other as regards the physical world.
Of course, there has to be a certain amount of information before we
can talk of meaning or complexity. But the amount is not what matters
most.

Information is an interesting concept but not a particularly good
measure of complexity.

The scientific view of the world is characterized by the same problem: It
includes order and disorder but not this third possibility, which is the
really interesting one.
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Newton’s classical physics is characterized by a majestic order
expressed in equations that can be reversed in time: All the processes
described are so neat and regular that they might just as easily happen
backward. The planets orbit around the sun with such regularity that
we would have the same picture if we reversed their motion so that they
orbited in the opposite direction. Mechanics and other classical disci-
plines of physics consist of reversible laws in which the direction of time
is irrelevant. These laws correspond more to the situation in space than
on earth, for they work only if there is no friction—air resistance and
adhesion such as always exist on earth in practice. However, these are
only corrections, and we can allow for them, or so we are taught at
school.

But we can ask the same question as American physicist Richard
Feynman: “Are all the laws of physics reversible? Evidently not! Just try
to unscramble an egg! Run a moving picture backward, and it takes
only a few minutes for everybody to start laughing. The most natural
characteristic of all phenomena is their obvious irreversibility.”2

On the other hand, the field of physics that actually does explain
friction and other irrevocably irreversible matters ends in utter chaos.
Thermodynamics explains that entropy grows as time passes, so films of
eggs smashing on the floor look strange if viewed in reverse; thermo-
dynamics is closer to everyday life than Newton’s equations. But then
thermodynamics ends in the heat death of the universe: Everything is
heading for gray on gray and a huge mass of entropy. Fundamentally
the world is wearing out. Time is passing and everything is constantly
deteriorating.

Thermodynamics also does not correspond to the world about us:
Every spring, the trees burst out in an orgy of color, spiders swarm from
the cracks, and new generations of bird beaks begin to sing. The winter
cold creates wondrous patterns of ice on our windowpanes, the autumn
storms bring with them ever-changing cloud formations, and the
summer waves sculpt the sand on our coasts into unpredictable pat-
terns. In the heavens we see stars shining in a darkness of nothing.

The world is not made of sameness. It may end up like that, but most
of our lives revolve around the fact that there are other things to think
about than dust bunnies and doing the dishes. Life evolves and—as far
as we can tell from the fossils—gets more and more complicated.

So there is something missing, something radically different, which
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is neither Newton’s order nor the disorder of thermodynamics but lies
in between and has to do with complexity. Or meaning.

Life has always been a complicated affair, and the world forever charac-
terized by complexity. So why, one might ask, is science suddenly begin-
ning to show an interest in the fact that the world is considerably more
difficult than the simple circles scientists are used to studying?

The answer is the advent of the computer during and after the
Second World War. The computer meant the end of the arrogance sci-
entists displayed toward everyday phenomena.

Classical science as founded by Newton described a simple, compre-
hensible world composed of simple systems that could be understood
by simple equations. Certainly it did not have much to do with the
world to be found outside the physicists’ windows, but that did not
bother them; they could not have understood it anyway.

Scientists have always been indifferent to the kinds of questions chil-
dren ask: Why do trees look like they do, why do clouds look like lambs
or ducks, why does the world not look like our geometry books? Or
more accurately, scientists were not so much indifferent as they were
aware that they could not answer such questions. They knew the equa-
tions for the world, but they just did not have the energy to do the cal-
culations all the way through; if only they had, they would of course
have understood why clouds looked like animals and the evening mist
gave shape to elves and trolls. . . .

Everyday things are so complicated that calculating them cannot be
worthwhile, or so the scientists told one another—and left it to teachers
and parents to shut the traps of their curious offspring.

Then the computer changed everything. Suddenly the calculations
could be performed full-scale, and it now became clear that even the
simplest equations gave rise to very complicated solutions. Though the
world is described in simple formulae that look just as comprehensible
as the examples in our textbooks, these formulae turned out—now that
we had finally done the calculations—to contain an enormous com-
plexity. Buzzwords like “chaos” and “fractals” are not the only tellers of
this tale. Anywhere computers are used in science, it turns out that we
can generate highly complex worlds from even the simplest formulae.

Oh, scientists could not tell from the formulae what kinds of patterns
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they would lead to, for most systems turned out to be computationally
irreducible: We do not know the pattern until we have computed the
formula. This phenomenon is a variation of Goédel’s theorem—and
very deep. We can regard physical processes as calculations that trans-
form simple laws and a few basic conditions into a final result. This
means that many of the difficulties that have arisen in computation
theory must also appear in the description of the physical world. Physi-
cal systems are computationally irreducible too: We do not know where
they end or even if they end until we have computed them on the
premises of the physical systems themselves. It is not much good to
make rough calculations in which we ignore friction, for example; we
will not know where the system is heading.

In 1985, the twenty-four-year-old American physicist Stephen Wolfram
wrote: “Computational irreducibility is common among the systems
investigated in mathematics and computation theory. This paper sug-
gests that it is also common in theoretical physics.”?

For hundreds of years, scientists had been going around believing
they had a grip on their formulae—that simple equations would lead to
simple behavior. But such formulae proved to be computationally irre-
ducible. Nobody could know their content until they had been com-
puted, and nobody could be bothered to compute them in the days
when all the calculations had to be performed by hand.

So scientists stuck to their formulae and closed their eyes to the
world beyond the windowpane.

One day, though, something curious happened. Complexity appeared
from amidst all the well-ordered simplicity computers were given to cal-
culate. Simple calculations were repeated again and again in a loop
known as an “iteration.” The simple calculations led to a vast com-
plexity when they were reiterated a sufficient number of times, and
when complexity appeared on computer monitors around the world,
the scientists looked out the window and saw a familiar sight.

They realized that the world was not divided into well-ordered for-
mulae and a disorderly everyday world. It hangs together! Disorder can
emerge from order—the process just happens to be complex.

A new field had been created, and scientists crowded into it. Complexity
became a respectable subject even to scientists. The computer became
their tool. “A new paradigm has been born,” wrote Stephen Wolfram.*
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Wolfram set the agenda for science for decades to come. “It is
common in nature to find systems whose overall behavior is extremely
complex, yet whose fundamental component parts are each very
simple. The complexity is generated by the cooperative effect of many
simple identical components. Much has been discovered about the
nature of the components in physical and biological systems; little is
known about the mechanisms by which these components act together
to give the overall complexity observed. What is now needed is a gen-
eral mathematical theory to describe the nature and generation of
complexity.”>

There is a terrain between order and chaos: a vast undiscovered con-
tinent—the continent of complexity. The precondition for discovering
it is that we learn to steer between the two poles of our worldview—
order and randomness, supervision and surprise, map and terrain,
science and our everyday lives.

We have to navigate between more than just the order and the dis-
order in the structure of things. Complexity appears midway between
the predictable and the unpredictable, the stable and the unstable, the
periodic and the random, the hierarchical and the flat, the closed and
the open. Between what we can count on and what we cannot.

Complexity is that which is not trivial. That which is not dull. That
which we all intuitively sense but which is hard to express.

All this may seem obvious; but the curious thing is that it is not many
years since an internationally influential and uncommonly well-
informed German physicist, Peter Grassberger, from the University of
Wuppertal, had to admit that there was no firm understanding of just
what complexity was.

At the 16th International Conference on Thermodynamics and Sta-
tistical Mechanics, in Boston in August 1986, he said, “We are faced
with the puzzle that no accepted measure of complexity could, e.g.,
corroborate that music written by Bach is more complex than the
random music written by a monkey.”6

The only generally accepted measure of complexity Grassberger
could refer to at the time was Kolgomorov complexity. This is a notion
that came from one of the three gentlemen who appeared in the pre-
vious chapter with their algorithmic information theory.

In the 1960s, Andrei Kolgomorov suggested that the complexity of
an object could be measured by looking at the length of the shortest
description of the object—i.e., the shortest possible string of binary
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digits able to represent the object. Kolgomorov suggested that the
longer the shortest description, the more complexity the object pos-
sesses. But of course this just means that a random string has the
greatest complexity, for randomness is what cannot be expressed more
concisely.

Kolgomorov had equated complexity with randomness, and thereby
complexity with information. This is not a good idea, as it makes the
monkey’s mad pounding at the keyboard more complex than the
inventions of Johann Sebastian Bach.

So there was something very wrong with Kolgomorov complexity.

COMPLEXITY

-
ORDER DISORDER

Complexity is found between order and disorder: With this image Bernardo Huberman
and Tad Hogg demonstrated a simple, but important, connection.

But at the same time it was the most familiar measure. So in 1986 there
was a problem. “The intuitive notion of complexity of a pattern does
not agree with the only objective definition of the complexity of
any specific pattern that seems possible (namely Kolgomorov’s defini-
tion),” Grassberger explained. “[It’s] a conundrum probably known
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for some time to many, although it seems to have appeared in print
only recently.””’

Bernardo Huberman and Tad Hogg, scientists at the Rank Xerox
Palo Alto Research Center in California, had pointed out in 19858 that
complexity must lie somewhere between order and disorder, and could
therefore not be measured as algorithmic complexity or information.
They proposed another measure of complexity, which meant that com-
plexity was greatest in systems that have neither too much nor too little
order.

Grassberger realized later that Huberman and Hogg’s approach was
not new; in fact, it had been expressed in 1962 by Herbert A. Simon,?
one of the founders of research into artificial intelligence.

Nevertheless, we do not have to go back further than 1986 for a
leading international physicist such as Peter Grassberger to regard as a
complete novelty the notion that complexity lies between order and
chaos, and that it is quite different from the randomness measured by
Shannon’s information.

However, before his 1986 lecture was printed, Grassberger, one of
the nobler personalities of physics, imbued with great courtesy and
modesty, added an apology at the proof stage: “While writing this,
unfortunately I was unaware of C. H. Bennett’s notion of ‘logical
depth.’ ”10

For the great breakthrough in the study of complexity had occurred
the previous year.

“I have a criterion for meaning,” Charles Bennett said bashfully during
a dinner at Pasqual’s in Santa Fe in April 1990. Bennett and his close
colleague from IBM, Rolf Landauer, had been asked to explain what
studies of computation theory could tell the rest of us about our
everyday lives.

“A series of coin tosses has high information content but little value;
an ephemeris, giving the positions of the moon and planets every day
for a hundred years, has no more information than the equations of
motion and initial conditions from which it was calculated, but saves its
owner the effort of recalculating these positions,” Charles Bennett
wrote in 1985 when he introduced his criterion for meaning. “The
value of a message thus appears to reside not in its information (its



78 COMPUTATION

absolutely unpredictable parts), nor in its obvious redundancy (ver-
batim repetitions, unequal digit frequencies), but rather in what might
be called its buried redundancy—parts predictable only with difficulty.
In other words, the value of a message is the amount of mathematical
or other work plausibly done by its originator, which its receiver is
saved from having to repeat.”!!

Logical depth. This is the name of Bennett’s criterion: the logical
depth of a message is the measure of its meaning, its value. The more
difficulty the sender experiences in arriving at the message, the greater
its logical depth. The more “calculating time” he has spent—in his
head or on a computer—the greater its value, as he saves the recipient
the trouble of doing the work himself.

Whether the result takes less or more time to explain is not so impor-
tant (to anyone but the telephone company). The important thing is
the time spent arriving at the message that is to be transmitted.

In 1985, Bennett proposed that complexity could be measured as
logical depth. It can also be used as a criterion by which we may deter-
mine how much meaning a message contains. Complexity is to be mea-
sured not by the length of the message but by the work carried out
previously. The meaning does not arise from the information in the
message but arises from the information discarded during the process
of formulating the message, which has a specific information content.

What matters is not saying as much as you can. It is thinking before
you speak.

“Informally, logical depth is the number of steps in the deductive or
causal path connecting a thing with its plausible origin,” Bennett
writes.12 But a more precise definition is possible.

We start with algorithmic information theory: A message can be
compressed to the shortest form possible, the shortest description that
can enable a Turing machine to formulate the message. The shortest
form is a measure of the actual information present in the message. But
it takes a certain amount of time for the Turing machine to formulate
the message itself based on the shortest possible description—for
example, when the laws governing planetary motion are to be trans-
lated into a table of solar eclipses. The compressed information has to
be unfolded. This takes time. This time is what is measured as logical
depth.

There is a bus every seven minutes. The buses depart from the bus
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station twelve minutes before they get to my bus stop. The first bus
leaves at five. It is now half past six. When is the next bus? At 17:34.

The information content of “17:34” is not very great—on the face of
it. But the computing time taken can be considerable, especially if I am
just on my way out the door. Whoever has worked out the result can
help someone else by telling him. This help saves the receiver a certain
amount of computational time. It gives meaning.

Logical depth is a measure of the process that leads to a certain
amount of information, rather than the amount of information that is
produced and can be transmitted. Complexity or meaning is a measure
of the production process rather than the product, the work time
rather than the work result. The information discarded rather than the
information remaining.

The notion of logical depth is thus perpendicular to information
content. Everything has a certain face value as regards information con-
tent. But the face value does not necessarily tell us very much about its
depth: how difficult it was to generate.

There may be an enormous amount of work or thought behind a
given message or product. Yet it may be invisible. Making things look
easy is hard. Clarity requires depth.

Nonsense, on the other hand, is not deep—baloney is random
twaddle that cannot be expressed more concisely, because it possesses
no order. There is therefore no difference between the shortest pos-
sible program for its repetition and full-length twaddle. So no computa-
tional time is involved, apart from the time taken to utter it.

A mess has no depth, either, because a mess cannot be described
more concisely than the way it describes itself by simply being a mess.

The idea of Bennett’s proposal is that any meaningful or complex
quantities must be capable of being described more concisely but are
not necessarily so; they can be compressed into a brief recipe.

A living organism can be specified in a few genes, but it takes time to
decompress the creature concerned. A great opera can be written
using just a few notes, but staging it requires a lot of work. A table of the
phases of the moon throughout the year can be computed from a
simple algorithm. But it takes time.

Disorder, baloney, and slips of the tongue cannot be put more con-
cisely, however. The shortest program is equal to the entire rigmarole.

Bennett’s notion indicates that complexity is something which takes
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time to arise. Time in which order is created. Time in which informa-
tion is discarded so there is less to manage. Computational time on a
computer, or evolutionary time on earth.

Thermodynamics permits living creatures to organize, for example.
They have to burn up a lot of food, certainly (thereby exporting en-
tropy), but then they can grow so complex that they can read books. As
long as it happens slowly: It takes time to organize the living. Biological
evolution has taken time, just as it takes time to grow big enough to
read books. Bennett has formulated a “slow growth” law!3 for complex
systems. It takes time for things to organize themselves into living crea-
tures, for example. A long time. But it can be done. On earth it hap-
pened over the course of a few billion years.

Death and destruction, on the other hand, can be managed in an
instant and produce copious quantities of information in no time at all.
We can create an awful lot of information by tossing a coin or smashing
plates in the kitchen. To describe the result costs a lot of information.
But it is not very interesting; it does not have much depth.

The notion of logical depth is epochmaking. It implies that it is not the
face value of the information but the prior process of discarding infor-
mation that is central to understanding complexity. What is important
is the information that was once present but is no longer there.

Most of what we find worth talking about comprises things and
thoughts of great complexity: great depth but perhaps not so much sur-
face area. A lot of information has been discarded along the way, and
there may not be that much left. A state with a rich history. The inter-
esting things in life may be not the ones that take long explanations to
describe but those that take many experiences to get to know.

But there are also serious problems in the notion of logical depth. It
presupposes that what we talk about can be equated with the result of a
calculation. That may be meaningful, even for many material quanti-
ties, animate as well as inanimate. For lots of physical and biological sys-
tems can be understood as the result of a series of laws that have
operated through processes described in these laws. In other words, we
can simulate the evolution of a system on a computer. Then we can ask
how long the computational time was. The longer the time, the greater
the depth of the system.
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A biological creature is the result of a very long evolutionary compu-
tation. An ingenious scientific law may be the result of a very long
mental calculation. A “yes” or a “no” may be the result of a whole mass
of hard-won experience.

But the world does not consist merely of calculators, let alone
Turing machines. The most interesting calculations in the world take
place inside a “computer” that works completely differently from a
Turing machine: the brain. Perhaps all the symbolic, mathematical cal-
culations the brain performs can be simulated by a Turing machine.
But Turing machines cannot compute everything: As Gédel has shown,
human beings know the truth of statements we cannot prove by mathe-
matical symbols. In the final analysis, we discard information in ways
the Turing machine does not. Ways we do not know.

So there is something intuitively unsatisfactory in having to regard
all objects as the results of a computer calculation. Famous authors and
composers cannot like it at all (although the idea of logical depth does
recognize their superiority to monkeys and other keyboard acrobats).

Another problem is the anchoring of Bennett’s notion in algo-
rithmic information theory and its notion of the shortest possible pro-
gram.!4 For what is the shortest possible program? The work of Chaitin,
which rests on Godel’s theorem, says that we can never know whether
we really have arrived at the shortest possible description of the way to
make an object. So the computational time may be way out of line if we
have got hold of an incorrect algorithm. Unreasonably short or unrea-
sonably long.

Folklore all over the world is full of examples about the way people
can perform something very simple in a highly complicated way.
Modern society is full of professionals who are experts in arriving at
simple solutions in highly complex ways: bureaucrats, academics, and
soldiers, for example. Math problems also tend to be drawn up by
teachers who are all too good at making intuitively simple sums difficult
to work out.

We then tend to ascribe high degrees of complexity to matters one
would have to be a public employee to find complicated.

This fundamental problem in the Godel-Chaitin experience does
happen to be very deep. We can never decide through formal means if
pretend depth is real depth. It is a fundamental problem in our
description of the world—and we should not be frightened by a notion
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just because it ends in such a problem. But it is partly because Bennett’s
notion needs to make a detour via a computer that this problem
arises—and the idea of making a detour via a computer is of course
to make the notion very precise. Nevertheless, it does not become
so, because Turing’s halting theorem shows that the computational
time for a program cannot be calculated except by carrying out the
calculation.

But the central point of Bennett’s notion of logical depth is not the
way it is calculated. The central point is to work out how much infor-
mation has been discarded along the way. It is the idea itself that is
revolutionary, rather than the definition of the notion of logical depth.

For many years, Hans Kuhn, a German chemist from Gottingen, has
championed a related line of thought applied to biological systems. In
an attempt to understand the origins and evolution of life, he has
focused on the discarding of information along the way. According to
Kuhn, biological evolution consists of a series of choices where an
organism relates to its surroundings. These surroundings subject it to
pressure, and it must choose to act in order to survive. Its genes contain
experience in survival—otherwise there would be no organism, and no
genes.

The more the organism survives, the more it experiences. And the
more valuable its genes become. So the interesting thing is not how
many genes it has—i.e., how long its DNA is. The interesting thing is
the wealth of experience deposited in its genes.

The information an organism contains in its genes has a value that is
proportional to the mass of experiences compressed there. What'’s
interesting is not the face value of the information—i.e., the size of the
genes—but rather the information discarded. “This quality constitutes
knowledge, where ‘knowledge’ is measured by the total number of bits
to be discarded,”’> Kuhn wrote. Biological knowledge, then, is defined
simply as discarded information.

This also disposes of a problem that bothered many scientists when it
was discovered. Lilies have far more DNA than human beings. They are
beautiful, yes, but surely they are not wiser?

The actual model for the origins and evolution of life Kuhn pro-
poses is problematical, but it’s closely related to the more promising
models developed by Manfred Eigen and his assistant Peter Schuster.
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There is tremendous depth in Kuhn’s vision of biological evolution, a
depth that is independent of his model.

A vital difference between Bennett’s and Kuhn’s perspectives is the
theoretical status. Kuhn’s notion is historical and factual, whereas Ben-
nett’s is logical and theoretical. In principle, Kuhn is talking about the
information thrown away in the actual process, whereas Bennett is
talking about the information that must be discarded in a theoretical
reconstruction of the process. This difference does not necessarily have
anything to do with the fact that Kuhn is talking about biology and Ben-
nett primarily about physics. Kuhn’s approach avoids the difficulties
inherent in the computer-bound model. It would thus have obvious
application to a more physical approach—and that is precisely what is
behind the notion of thermodynamic depth.

“It was a thesis that was published too early, but unfortunately those
were the circumstances,” Seth Lloyd says of one of the most promising
treatises published for many years. “Complexity as Thermodynamic
Depth” appeared in Annals of Physics in 1988.

It was written by Lloyd and his Ph.D. supervisor at Rockefeller Uni-
versity, Heinz Pagels—the author of The Dreams of Reason, the book that
in 1988 disseminated an understanding of the need for a theory of
complexity; a book that combined tremendous scientific expertise on
the physical problems with a sense for the philosophical aspects of the
subject rare among natural scientists. Moreover, the extremely well-
written and easily accessible account is spiced with informally autobio-
graphical anecdotes. A rarely complex book that follows beautifully
in the wake of Pagels’s previous successes in putting physics across
to a wide range of readers—books such as The Cosmic Code and Perfect
Symmetry—it is a worthy conclusion to a great writing career.

Heinz Pagels died in summer 1988 while climbing with Seth Lloyd in
Colorado.

This is why the results of Lloyd’s Ph.D. thesis on complexity, which
Pagels had supervised, were published too early and under pressure. A
fact that may affect the very history of science, for the world of physics
comes down hard on any idea launched before it is mature enough to
become physics; physicists are interested not in what matters in the
world but in what can be made the object of physical theories. Science
is the art of the possible. So it is unpopular to float theories before it is
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completely obvious that they are fruitful and can be developed into a
formal description other people can carry further. In this light, the
idea of thermodynamic depth was published too early.

For obvious as it is that the notion of thermodynamic depth looks
like just the notion for describing complexity, it is equally obvious that
the treatise from Annals of Physics does not contain a satisfactory solu-
tion as to how the notion is to be formulated theoretically.

Thermodynamic depth is simply the idea of defining complexity as the
amount of information that is discarded during the process that brings a physi-
cal object into being. A historical, rather than a logical, notion.

The problem is how to define this depth. How do we work out how
much information has been discarded during such a process? For any
but the most trivial objects, this is no simple matter. We do not know
the history of a thing. We were not there when it came into being.

Lloyd and Pagels try to solve the problem by indicating the most
likely history. Rather than looking for the shortest program capable of
reconstructing an object (understood as a description in bits), we
should look for the most likely way an object has come into being. This
history rests on existing scientific theories about the processes that can
lead to such an object. The amount of information discarded during
the process is measured not in computational time but in the thermo-
dynamic and informational resources that have probably been utilized.

This immediately provides a solution to an important problem in
any definition of complexity: A natural requirement of any description
of complex systems is that the presence of two specimens does not
mean twice as much depth as one specimen alone. Lloyd and Pagels
wrote, “Complexity must be a function of the process—the assembly
routine—that brought the object into existence. If physical complexity
is a measure of the process or set of processes whereby a set of initial
states evolves into a final state, then seven bulls need not be much more
complex than one bull. It took billions of years for the earth to evolve
one bull; but one bull and a few compliant cows will produce seven
bulls relatively speedily.”16

The problem is turning these intuitively convincing ideas into clear,
measurable quantities. It has not been solved.

In their 1988 article, Lloyd and Pagels tried to determine thermo-
dynamic depth as the difference between two versions of the entropy
of an object: entropy measured coarsely and entropy measured fine-
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grained. Coarse entropy is the ordinary thermodynamic entropy which
tells us that there is a lot we do not know when we simply describe
macrostates such as temperature. Fine-grained entropy is the entropy
Maxwell’s demon possesses: The demon knows more about the mole-
cules of a gas than we know when all we know is the thermodynamic
states such as temperature and pressure. The demon knows—and
changes—a series of microstates and thereby removes the gas from the
state of balance described exhaustively by its coarse-grained entropy.

As thermodynamic depth is a function of the difference between
fine-grained and coarse-grained entropy, it tells us how far a system is
from balance. If a system is in equilibrium with its environment, it must
be “just as warm” as its environment. No work can be done by allowing
the system to cool down. Conversely, no energy need be added to the
system to keep it in its present state. Dead matter is in equilibrium with
its surroundings, whereas living creatures are far from equilibrium:
they all need something to eat in order to live.

According to Lloyd and Pagels, then, a system is complex only if it is
not in equilibrium, for when it is in equilibrium the coarse-grained
quantities tell us all we would want to know about the system: We are
not interested in knowing any more about the molecular motion than
the temperature tells us when the motion is random heat motion. The
fine-grained entropy is just as great as the coarse-grained entropy. This
corresponds completely to our intuitive expectation that disorder is not
complex.

Similarly, a highly ordered system does not possess much depth,
either. For it is also a characteristic of order that there is no loss of
information in its description in superior terms. An orderly system can
be described exhaustively from above, in broad terms. After all, order
means that each macrostate corresponds to very few microstates. Total
order means one microstate for every macrostate. In a crystal lattice,
the atoms are located exactly where they are meant to be located. So
there is no entropy involved in describing them by their macrostate.
Again this means that totally ordered states have no depth.

This is a very profound idea. The distance from equilibrium is what
matters. Anything wholly ordered or wholly disordered is stable by defin-
ition. A salt crystal changes only in solution; the only changes in a gas
with the same temperature occur through movement at the microscopic
level, but that is of no interest to us—at the macrolevel, nothing happens.
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The thermodynamic depth of an object tells us that it has a history.
Something happened to it that brought it out of a state it could main-
tain by itself, whether this state was trivial and motionless order or total
chaos about which there was no more to be said than the temperature
that characterized it.

Elegant ideas, but unfortunately nobody knows how to measure the
difference between fine-grained and coarse-grained entropy.

Discussions on how to define thermodynamic depth always end in
talk of the number of computational cycles in a computer;!7 this is
really the thinking that lies in Bennett’s notion of logical depth. Thus
the whole point of thermodynamic depth vanishes—that the notion is
determined by actual physical history rather than a logical reconstruc-
tion. What’s more, all of Godel’s tribulations reappear: we can never
know if we have obtained the shortest possible description.

The strength and weakness of the notion of thermodynamic depth is
that it is historical. This means that we avoid the problem of never
being able to know the shortest programs. Because the G6del-Turing-
Chaitin problem vanishes in principle when we have to provide not the
shortest possible program but only the actual process undergone. The
problem then is only to find out how things actually came into being.
Then we know how deep they are.

(But this means that processes that “go round in circles” have great
depth even though the tremendous amounts of information discarded
have not really had any effect on the result. Processes that discard infor-
mation in a superficial way can acquire great depth—and processes
that happen to involve other processes, of greater depth, may suddenly
acquire a whole load of depth without its actually meaning anything. As
Rolf Landauer has put it, “Stone fragments known to be the result of
human intervention are burdened with the whole history of human
evolution by this approach, and are assigned a much greater com-
plexity than the same fragments would have as the result of a natural
geological event.”!8 In 1989, Wojcieh Zurek tried to define a “minimal
thermodynamic depth”!® where it is not the actual history that is
included in the depth of an object but the shortest possible history. As
soon as this method is applied, we move from the historical to the logi-
cal level, but the gain is obvious: The thermodynamic depth becomes
identical with the difference in algorithmic complexity between the
starting point and the result. We lose the historical-factual perspective
but gain a clarity that promises a possible eventual quantitative honing
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of the notion of thermodynamic depth. Zurek’s results are important
because imprecision is the Achilles’ heel of this notion.)

The publication of complexity theory as thermodynamic depth in
incomplete form in 1988 has had its costs. In theoretical physics, the
sanctions are harsh if you have not got your sums up to snuff. The
problem of quantifying these notions has caused many physicists to
shrug their shoulders at them, despite their intuitive clarity. Today we
have no quantitative notion of complexity—i.e., a notion that allows us
to measure complexity. So it is not yet an area that counts for anything
among physicists.

Seth Lloyd and his colleagues have taken only the first bite of the
apple.

“There is some danger that the concern with the formulation of a defi-
nition comes at the expense of clearer questions,”? wrote Rolf Lan-
dauer in 1988, commenting on the development of Bennett, Kuhn,
and Lloyd-Pagels’s notions of depth and complexity: The basic idea of
depth as a measure of the volume of discarded information is very
promising. A clearer formulation may also emerge if a few silly ques-
tions point to new or astonishing aspects of the notions of depth and
complexity.

Definitions very easily become tautologies, or statements that really
say nothing at all (“Either it will rain or it won’t”; “All bachelors are
unmarried”). In Nature, Landauer writes about Bennett, Kuhn, and
Lloyd-Pagels: “These definitions are, in a sense, tautologies. They all
roughly say: that which is reached only through a difficult path is com-
plex. Tautologies, however, are welcome if they replace nonsense.
Darwin cleared the air by telling us that the survivors survive.”?!

So let us follow Landauer’s advice and forget the problems physicists
have with their defining and quantifying. Perhaps the problem is
just that their world is too simple to address the right questions to
the notion of depth. Let us forget the difference between logical and
thermodynamic depth and stick to the clarity inherent in the very idea
of depth: that it is the amount of information discarded during a
process which tells us the complexity of the product. A clear idea how-
ever you measure it.22

Shannon’s notion of information is a measure of surprise, unpre-
dictability, unexpectedness. The depth of an object is a measure of the
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amount of information discarded as it came into existence. That is to
say, depth is a measure of how many surprises the object has been sub-
jected to in its history.

Depth shows that something has interacted with the world. It has
changed, but it is still itself; out of balance, but not out of itself. It

has known surprises in its time. But it is still here. It has marked the
world, and the world has marked it.

It has grown deep.
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CHAPTER 5

THE TREE OF
TALKING

The shortest correspondence in history took place in 1862. Victor
Hugo—famous for writing The Hunchback of Notre Dame—had gone on
holiday following the publication of his great novel Les Misérables. But
Hugo could not restrain himself from asking how the book was doing.
So he wrote the following letter to his publisher: “?”

His publisher was not to be outdone and replied fully in keeping
with the truth: “1”

As The Guinness Book of Records says of the publisher’s reply, “the
meaning was unmistakable.”! Certainly to Victor Hugo; Les Misérables
was a great success as a novel, and popular now as movie and as
musical.

It is fun to guess at what preceded the formulation of the two letters.
At his holiday destination, Victor Hugo was surely wondering whether
his great work would be understood and appreciated by the public.
Countless concerns and considerations led him to contact his pub-
lisher, but instead of writing, “Come on, damn it, tell me if my book is
selling!” he made do with that discreet question mark. On the other
hand, his publisher was presumably ensconced in sales figures, reviews,
and accounts, from which he could have served up endless statistics, but
he was tactful enough to know that they would not have helped. What
Hugo wanted to know was simple. An answer such as “.” could have
ruined his holiday.

Undoubtedly, considerable thought preceded the letter writing
itself. Measured in bits, a question mark isn’t much for a letter home. If
there are thirty-odd characters in the alphabet (letters plus a few
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punctuation marks), each of them contains about five bits on average.
So the entire correspondence consisted of about ten bits. But it
worked; it worked very well.

It was not the number of bits transmitted that was decisive, but the
context of that transmission. For Hugo and his publisher, the fate of Les
Misérables was foremost in their minds during those initial weeks. It filled
their consciousness. Both messages represent many considerations—
thoughts, feelings, and facts—which are not present but nevertheless
are. Information that is not there yet nevertheless is. The correspon-
dence refers to a plethora of information—otherwise it would not be
full of meaning.

This applies to any correspondence, of course. Before the words are
written, a considerable amount of mental work takes place. Not all of it
is present in the words, yet it is so nevertheless. The actual information
in the correspondence at face value refers to a mass of information that
is merely not present.

In writing his question mark, Victor Hugo is referring explicitly to
information the publisher is not told about in any way apart from the
reference itself. Before the question mark is put on the paper, Hugo
discards a mass of information that has flown through his conscious-
ness. He refers explicitly to this information without including it in his
letter.

Hugo’s question mark is the result of an explicit discarding of infor-
mation. Not merely a discarding of information: He has not simply for-
gotten it all. He refers explicitly to what he has discarded, but from the
point of view of the correspondence it is still discarded. For the pur-
poses of this book, we will call such explicitly discarded information
exformation.

A message has depth if it contains a large quantity of exformation. If,
during the process in which the final message is formulated by a spe-
cific person, a mass of information that was present in the conscious-
ness of that person is discarded, and thus absent from the message, we
have exformation.

From the information content of the message alone, there is no way
of measuring how much exformation the message implies. Only the
context can tell us that. The sender fashions the information in the
message so it refers to information he had in his head.
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The puzzle of communication is how it can be possible: How can we
refer, in some information that we pass on, to a quantity of information
that we discard? How can we chart our mental state in the form of some
information? This is remarkable in itself. But of course it is made no
less remarkable by the fact that others have to be able to use this chart
in order to picture the terrain for themselves.

A good communicator does not think only of himself; he also thinks
about what the receiver has in his head. It is not enough for the ex-
plicitness of the information to refer to some information in the
sender’s head if that information does not somehow lead to the correct
associations by the receiver.

The idea of transmitting information is to cause a state of mind to
arise in the receiver’s head that is related to the state of mind of the
sender by way of the exformation referred to in the information trans-
mitted. The idea of sending information is that the mind of the
receiver must contain some inner information related to the exforma-
tion the sender has in his head. The information transferred must elicit
certain associations in the receiver.

Take the word “horse,” for example. When an author writes “horse,”
he draws on a huge amount of personal experience. He has seen
horses, he has read about horses, he has watched horses on television;
he knows that people variously associate horses with beauty and sensu-
ality, pari-mutuel wins, and horse manure. From his memory he can
summon up a vast amount of information related to horses.

Out of context, he cannot expect that what is in his mind when he
writes “horse” will have very much to do with what you think when you
read the word. But if he uses the word in a passage about the history of
horse racing, he can be pretty sure that he and his readers will have the
same thing in mind.

“Cow.” It is already apparent that we are not talking racetracks or
symbols of wealth. We are talking about domestic animals. Big, fasci-
nating, frightening, nuzzling, amiable animals.

The author has excited a space of association in your head. The
result would not have been the same if he had written “Horse. Cow.”
But almost. It does not take much for him to spark off associations in
your head.

But he has to think about what he is doing; and so do you. The
transfer of exformation requires attentiveness.

Of exformation . . . ? Can we transfer exformation?! Has it not been
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discarded prior to communication? So surely it cannot be transferred
during communication? How can something by definition not present
in the information nominally transferred be transferred? By writing “I
did it my way” and “Frank Sinatra,” how can an author strike up a very
specific mood in your head and set the emotions flowing through your
mind and body? “Yesterday.” “Christmas.” “Tax return.”

He can do so only because he shares a vast number of experiences
with his readers. They have all heard the same hits on the radio, taken
part in the same rituals, and filled in their tax returns. They are part of
a context communicated through language. When the author writes a
word, it is the result of an inner activity where lots of experiences flash
through his consciousness. The reason he selects that word in particu-
lar is that he senses it will arouse some of the same associations in you.

But he cannot be certain. Nor do you know what was in his mind
when he wrote “Christmas.” Perhaps he was just looking for a word he
was fairly sure most people would respond to. Perhaps there was not
much depth, not much exformation, in the word at all.

That is the risk of communicating. The receiver never knows how
much information the sender has discarded. You never know how
much exformation a given piece of information implies. It could be a
bluff—or intellectual snobbery. Or indifference. Or the nine o’clock
news: There is no guarantee that people listen to what they themselves
say. Volumes of words can churn forth from people’s lips (or fingers)
without their “being there.” If you make considerable effort to listen to
them, you soon get cross. Not necessarily because what they are saying
is uninteresting; after all, snobs always try to say something interesting.
But because what you really wanted was to obtain a picture of what was
going on in these people’s heads, and you cannot do that when they
supply information but no exformation.

The least interesting aspect of good conversation is what is actually
said. What is more interesting is all the deliberations and emotions that
take place simultaneously during conversation in the heads and bodies
of the conversers.

The words are merely references to something not present. Not pres-
ent in the words—but present in their heads. The idea of conversation
is to elicit related states in each other’s minds and then exchange the
events that take place. You don’t believe it, you sympathize, you
oppose, you are carried away, you remember, you love it, you love
them, you miss them, you get ideas . . .
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Exformation is perpendicular to information. Exformation is what is
rejected en route, before expression. Exformation is about the mental
work we do in order to make what we want to say sayable. Exformation
is the discarded information, everything we do not actually say but have
in our heads when or before we say anything at all. Information is
the measurable, demonstrable utterances we actually come out with.
The number of bits or characters in what is actually said. That is why
there is no link that says “The greater the information, the greater the
exformation.”

The information content of a conversation is demonstrable, ex-
pressed, explicit. But the whole point of this explicitness is to refer to
something else, something implicit, something unexpressed. Not just
not present, but explicitly not present.

There is no conflict between information and exformation. But nei-
ther is there a link. A very brief message can contain enormous depth.
A very long chat can contain enormous depth. But brief and extended
messages can also be very superficial.

As concepts, though, they are linked. Exformation is the history of
the message, information the product of that history. Each is meaning-
less without the other; information without exformation is vacuous
chatter; exformation without information is not exformation but merely
discarded information.

In most contexts, it is very difficult to decide what the exformation in
a piece of information actually is. We can tell in the case of very precise
messages: “I know somebody who has a rotary cultivator.” In this case,
the sender is obviously thinking about a digging job that would be
easier if done by mechanical means and about a person who might be
prepared to lend his implement. There is no reason to say a great deal
about the person concerned; as long as the other digger understands
that this person is sufficiently friendly to lend his rotary cultivator, that
will do.

But we have no idea of the exformation in most of the messages we
hear. We guess and sense and suspect—but we do not know. On the
phone, it is harder to judge someone we don’t know than it is face-to-
face. But it can be done.

Conversation bears a veil of ignorance and uncertainty reminiscent
of the problems physicists encounter in defining depth.
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Thermodynamic depth can be hard to define because it contains the
history of an entire process. Perhaps it does not matter that a lot of
information has been discarded en route. Correspondingly, what does
it mean when somebody says he has given a matter a great deal of
thought? We do not know, unless we know him. Logical depth can be
hard to define because it is unclear whether the computational time
required to arrive at a message is meaningful—was the point of depar-
ture the clearest possible?

It is not particularly strange that such difficulties also appear when
the subject is conversation. Actually, that is what makes conversa-
tions fun.

If we view them from without, as information being exchanged, they
are not especially rich. But if we see them from within, as exformation,
they can be tremendous fun. If you do not know the context, they can
be dull. It is very boring to listen to people talking about someone you
do not know. Such conversations tell you very little. But it is fun to talk
about people you do know, whether personally or as public figures.

Information is not very interesting. The interesting thing about a
message is what happens before it is formulated and after it has been
received. Not its information content.

So perhaps it was not so dumb after all when, in 1948, telephone
utility engineer Claude Shannon defined information as something
completely meaningless, something closely related to disorder.

One may decide to reject Shannon’s notion of information with dis-
dain and annoyance; after all, it is a notion that deals with some-
thing quite unlike what the rest of us understand by the everyday word
“information”—meaning, content, overview, order.

If one chooses this view, one has quite a lot of philosophers behind
one. For decades, shoals of humanities professors and social scientists
have criticized Shannon’s notion for its narrowness.

For example: “Classical information theory is not really about infor-
mation,” the German philosopher Sybille Kramer-Friedrich wrote in
1986. “Information is not so much a scientific concept as a mythical
one.”?

Indeed, there are plenty of grounds for a conspiracy theory of the
most devious kind: that the notion of information was invented and
developed by engineers from big private corporations who then made a



The Tree of Talking 97

profitable business out of having the rest of us talk about truth, beauty,
meaning, and wisdom—on the phone.

For not only was information theory developed by an engineer at
AT&T’s Bell Laboratories, but Claude Shannon originally published
his theory in the telephone corporation’s very own scientific periodical,
the Bell System Technical Journal, in collaboration with none other than
Warren Weaver, perhaps the most important éminence grise behind sci-
ence this century.

Warren Weaver worked for the Rockefeller family, the most famous
of all the wealthy American dynasties. Weaver was a physicist and
adviser to the Rockefeller Foundation, which allocated massive sums to
research. One of the classic themes of the social history of science is
Weaver’s influence on biology. In the 1930s, Weaver decided that he
wanted a more “physical” biology, one that involved not the systematic
classification of butterfly species but rather molecules and other physi-
cal quantities: molecular biology—a branch of science that brought
biotechnology and genetic engineering into play half a century after
Weaver’s decision, firmly anchored in information theory. Indeed,
modern molecular biology is based in its entirety on concepts drawn
from information and computation theory.

Warren Weaver was behind the theory of information that was devel-
oped by an engineer from AT&T.

So it definitely looks like a seizure of power by industry that robs the
man in the street of the everyday word “information,” and gives him in
return a totally meaningless notion about the way signals are spread
through electronic apparatus—and then goes on to re-create the very
genes of living nature in the image of this notion.

It’s not all empty talk, either. Theodore Roszak, the American cul-
tural historian, one of the most gifted critics of modern technological
civilization, writes of the practical successes of information theory in
computing and telecommunications: “Achievements of this astonishing
order were bound to shift our understanding of information away from
people (as sources or receivers) toward the exciting new techniques of
communication.”3

Attention was moved from the senders and receivers of information
to the carrier of that information. Most of us tend to mix up the mes-
sage and the medium anyway.

In 1876, the last emperor of Brazil, Pedro II, was on a visit to the
United States. In Philadelphia, the head of this Portuguese-speaking
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country attended a great exhibition at which a teacher of the deaf,
Alexander Graham Bell, demonstrated a new invention of his, the tele-
phone. The emperor was permitted to try it. Tradition has it that he
burst out, “My God! It speaks Portuguese!”4

The concept of information is a very bad one if it is taken at face value.
If you suppose that the information in information theory is about
meaning, the way you might think that energy is about what the rest of
us mean by energy (namely, something we use when we want to keep
warm), you are in for a disappointment.

But if we are prepared to accept that what we mean by information
differs from the information information theory talks about, the gain
may be that there is a lot of insight to be harvested from information
theory.

Because our analysis of conversations earlier shows that it is no good
merely saying that our words contain more than can be measured in
bits. Because it is not what we say to each other every day that estab-
lishes all the meaning and beauty and truth our everyday conversations
contain,; it is everything we think before we speak.

Perhaps we should count ourselves lucky that information theory has
demonstrated so clearly that information is not particularly important.
For it thereby becomes clear that there must be something else that
really counts: the real source of beauty, truth, and wisdom.

The ironic thing is that this “else” can be described as the informa-
tion we have got rid of: exformation.

Meaning is information that has been discarded: information that is
no longer present and no longer needs to be.

Information and meaning are rather like money and wealth. Real
value, real wealth, is a matter not of money but of the money you have
spent, money you used to have: utility values you have obtained by
paying for them. Only Scrooge McDuck can use money itself, money as
a concrete quantity, when he swims around in his money tank. The rest
of us want money because we want to get rid of it again.

Likewise information: It is only when you have got enough of the
stuff that you realize it has no value in itself.

~—
_—~
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However mad you may get at the paucity of the concept of information
in information theory, it is no good complaining about a lack of intel-
lectual honesty on the part of Claude Shannon, Warren Weaver, or the
other founding fathers of information theory. They make their case
extremely clearly.

Oh, there has been plenty of confusion about the concept of infor-
mation, because the word “information” has been used as a synonym
for order and meaning. But this use of the word does not come from
information theory, it comes from cybernetics—the science of commu-
nication and control. The father of cybernetics, Norbert Wiener, and
pupils such as Leon Brillouin commingled “information” with plus
words like “order” and “organization.” In Chapter Two, we saw how this
gave rise to half a century of confusion surrounding Maxwell’s demon.
But this confusion is not to be found in the original wording of the
theory of information.

In his presentation of the theory, Claude Shannon wrote that “These
semantic aspects of communication are irrelevant to the engineering
problem.”> Warren Weaver from the Rockefeller Foundation was even
clearer: “information must not be confused with meaning.”6

Weaver emphasizes that there are three levels in a communication
theory: a technical level, a semantic level, and a behavioral level.

The technical involves the transmission of symbols of communica-
tion—i.e., the practical application of what Shannon’s mathematical
theory describes. The semantic level involves the question as to how far
the symbols actually convey the desired meaning. Finally, the behavioral
level describes the extent to which a communication actually affects the
receiver’s conduct in the desired way (if such a desire in fact exists).

Weaver makes it very clear that Shannon’s theory tells us only about
the first level: “Two messages, one of which is heavily loaded with
meaning and the other of which is pure nonsense, can be exactly equiv-
alent, from the present viewpoint, as regards information.”” He adds,
“The word ‘information’ in communication theory relates not so much
to what you do say, as to what you could say.”8

Information theory is a very cold theory. It ignores all the meaning-
related aspects of communication simply in order to work out how
thick telephone cables need to be to carry all the conversations. Infor-
mation measures conversations from the outside—as physics, not psy-
chology. But the point is, this really need not bother us.
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In reality, the coldness of information theory saves the rest of us
from a series of problems that would arise if we ascribed a meaning to
an oral message on the basis of its exterior characteristics: Much of
what is communicated via conversation (with or without modern aids)
is nonsense. Humans have a need for interplay wherein we sometimes
utter nonsense, sometimes speak profundities, but mostly keep our
traps shut.

If we could go by the exterior characteristics of a message alone and
still perceive its meaning—i.e., what was really being communicated—we
would not be able to distinguish snobs from people who speak from ex-
perience. We would not be able to tell something learned parrot fashion
from insight, bluff from genuine contributions to understanding.

Of course, doing so can be difficult at the best of times, but such dif-
ficulties are not something that appeared following the advent of
AT&T. That words and gestures cannot be taken at face value is a fun-
damental condition of human intercourse and conversation.

On the contrary, we must stick to our guns and say that we, and not
the telephone utilities, are the ones to decide how much meaning there
is in the phone calls we receive.

The history of information theory is pervaded with numerous attempts
to sneak a little meaning into the coldness of its conceptual universe.
The American philosopher Kenneth Sayre divides these attempts into
two categories: those asserting that information theory really is about
meaning, and those maintaining that the demand for a little less preci-
sion in the concepts involved will bring in meaning.

Sayre regards Donald MacKay, a British information theorist, as the
progenitor of the first version, where it is claimed that information
theory in itself describes meaning. This is not quite fair, although Sayre
is able to show that MacKay’s insights led to just such a trivialization
when other scientists took the idea further.® But MacKay’s idea,
launched in 1950, is not that far from some of the ideas about depth
formulated in the 1980s. For example, MacKay writes that the informa-
tion content is a numerical expression of the complexity of the fabrica-
tion process.!? This is similar to the idea that the meaning associated
with some information consists of the amount of information discarded
during the process leading to this information (Charles Bennett’s idea
of logical depth, very much rephrased).
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The other reaction Sayre identifies is the tendency to relax or adjust
the concepts. “If we can solve a few problems in behavioral science by
going beyond the usual use of the concepts, or by adjusting them, we
should simply go ahead and do so,” Wendell Garner wrote in 1962.11
The most influential modern version of an adjusted information theory
that includes meaning comes from Fred I. Dretske, an American
philosopher, who concludes, however, with a concept of information
that has very little to do with Shannon’s.12

Kenneth Sayre’s own approach to the problem is very reminiscent of
what we are doing here: classical information theory as a perfectly
orthodox point of departure but with interest focusing on the way the
information disappears.!3

Although philosophers such as Dretske and Sayre did stimulate dis-
cussion on information theory and meaning in the 1970s and 1980s,
they epitomize what we might call the “impatience tradition”: If theo-
retical concepts cannot describe all the phenomena of real life, just
rearrange the concepts. Conversely, Shannon and Weaver belong to
the “arrogance tradition”: If the phenomena of real life cannot be
described through the theoretical concepts, just forget the phenomena
of real life.

Maybe a combination of the two is the most fruitful.

“The concept of information developed in this theory at first seems dis-
appointing and bizarre,” wrote Weaver in 1949. “But one should say, at
the end, that this analysis has so penetratingly cleared the air that one
is now, perhaps for the first time, ready for a real theory of meaning.”4

It took nearly half a century, however, for the dust to begin to settle.
Perhaps Shannon and Weaver cleared the air, but decades were to pass
before the issue of meaning appeared seriously on the agenda in the
context of information theory, when Charles Bennett expressed his
idea of logical depth in 1985.

The fascination with all the information we could send flowing
around our communities via technology was so great that we forgot
what we wanted it for. Even critics of the information society were so
absorbed by information theory that they thought the theory was where
the problem actually lay.

But the modern information society is really good only at moving
information about. It has become massively easier to converse over vast
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distances: Gigantic quantities of bits can be transmitted via satellites in
orbit around the earth and cables deep down on the ocean floor. A
myriad of information is constantly on the move worldwide. But all
these channels fail to answer the vital question: What are we to say to
each other?

Is there really anything interesting in being able to move informa-
tion about? Does it mean anything in itself that communicating has
become easier?

If communication overcomes sociological barriers, it does actually
mean something—to society. The dissolution of Eastern Europe and
the former Soviet Union is closely related to the way modern means of
communication created numerous noncentralized connections between
people inside and outside what used to be such closed societies. Means
of communication are vital in societies where communication is in
short supply.

These are sociological issues, which are important in themselves.
However, there are also more theoretical, conceptual questions: At the
purely physical level, thermodynamically speaking, things are different.
It has only recently become clear that measured as a physical phe-
nomenon, the moving of information about the place need not have
any significance at all. From the thermodynamic point of view, the
transport of information is a nonevent.

In Nature, Rolf Landauer was able to correct an error in Claude
Shannon’s information theory. He did so not because he is critically
disposed toward Shannon, whom he more or less regards as the Ein-
stein of information,!6 but because Shannon made the same kind of
mistake Leo Szilard had made in his analysis of Maxwell’s demon: He
took a special case and elevated the result to a general law.

Szilard investigated the way the demon measured molecular motion
and discovered that certain measurements always had thermodynamic
costs attached: that one always had to produce some entropy when one
measured. But the special case Szilard and a large number of physicists
after him had investigated did not hold up. It is not generally necessary
to discard information when one measures. One can merely copy it,
without creating entropy, without losing access to the energy one
applied when one performed the measurement.

What Shannon analyzed was something else: the transfer of informa-
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tion. Communication. He studied how much entropy is created when
we transfer information using wave signals in cables. It turned out that
in this case you always create entropy—and the example is faultless.

But Shannon’s students interpreted this special case as a law and
believed that all transmission of information means the creation of
entropy (noise, new information we can’t be bothered to explain).

They were wrong. You can easily transmit information without cre-
ating new entropy. For example, by handing a book to someone (and
then recycling the kinetic energy by receiving it back).

Ordinarily, communication has nothing to do with the creation or
removal of information. Communication is merely transport.

Does this mean anything to those of us who could not care less about
the specifications for the physical dimensions of telecommunications
links? No, not in everyday practice, because the amounts of entropy
involved in special cases are very small, far smaller than the noise gen-
erated on the telephone line or TV screen by other means.

But it means something conceptually. It shows that if we think that the
discarding or creation of information is what matters, then in principle
communication is of no importance at all: Information is created or
discarded in communication for purely practical reasons. So that is not
where we should look for what really matters: the meaning of it all.

“How Much Does Information Weigh?”17 was the title of one lecture at
the 1990 Santa Fe seminar. The speaker, Ben Schumacher, from
Kenyon College in Ohio, looked quite capricious as he introduced
“The Poor Student’s Channel.”

The scenario is this: A poor student goes off to a college far from
home. His parents wonder whether he will be able to manage. They
know they cannot help worrying. So they ask him to phone home every
Sunday at four to tell them he is well. The student complains that he
has almost no money and that spending all those coins calling home
will be an expensive business. So he would rather not. But they agree
on a solution: He will phone on Sundays at four only if he is having
problems. If he does not phone, it is because everything is going well.
So he rarely calls. But he sticks to his side of the deal.

He thus transfers a message to his parents every Sunday without
having to spend a cent—assuming, that is, that the phone system is
working. You can transmit a message without spending money and
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without any physical representation at all. Assuming that there is a
connection.

If the lines are not intact, lack of a phone call will not tell you
anything.

At this point, Schumacher was interrupted by Charles Bennett of
IBM, who exclaimed, “It seems to me that the telephone company
ought to be able to charge people for using the phone this way.”

When you think about it, you will see that most of us use the phones
like that quite a bit. “I haven’t heard from her for ages, so she must be
doing OK.”

But the phone utilities know that very well. If you want to know how
much it costs people to use the network like that, just try not paying
your bill. Few things in modern life are as worrying as having your
phone cut off; just who was trying to reach you?

So there are stacks of messages in a phone that does not ring. As
long as you have paid your bill.

It does not require any information at all to transmit exformation. The stu-
dent thinks, “I’ve no news. This week has been normal, no problems.
I'm not going to call them.” His parcnts think, “He must have been
doing his assignments and getting out on the football field.”

The exformation has been transmitted without the use of any infor-
mation other than that agreed on.

Victor Hugo and his publisher have been overtaken: There is plenty
of message in not asking at all. The world’s shortest phone conversation
takes place all the time: It consists of not phoning somebody you might
otherwise have phoned. (The phone call you do not make contains no
message if it is to somebody you do not know; it is only the absence of a
call that might have come that contains a message.)

Rolf Landauer summarized his insight into the difference between
communication and discarding of information in two sketches. Simple
ones, the way physicists like them. Sketches containing a concept but
not a bunch of finicky details.

One sketch shows how communication takes place. It consists merely
of two parallel lines. Nothing really happens; it is just a pipe, a link.

The second sketch shows a computation: 2+2=4. Two tracks con-
verge at a point. The point is that two separate states, 2 and 2, are
brought together into a combined state: 4. Something happens. You
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can go one way but not the other. From the point of departure—i.e.,
the states of 2 and 2—you can get to 4. But once you are there you
cannot go back again, even if you know you moved from two states to
the one you know. For 4 could have derived from many different states,
even though there are only two of them: 1+3 or 213—209 or —2+6.

2 4

S —

Communication and computation according to Rolf Landauer

Computation is a process in which information is discarded. Some-
thing real, irrevocable, and irreversible takes place. It does so because a
computation discards information: There is less information in 4 than
in 2+2. So it is when the problem (2+2) is replaced by the result that
irreversibility occurs.

If you do not throw the starting point and intermediate computa-
tions away, thereby retaining only the answer, the computation is not
irreversible. Computations can be made reversible so we can return to
the starting point. But that means keeping the intermediate computa-
tions. Such reversible computations are most interesting from the theo-
retical point of view but not in practical terms. The whole point of
computations is to reduce information. Unless we discard something
along the way, any computation is a waste of time. We can distinguish
between two types of computation: reversible ones and irreversible
ones. The latter are irrevocable, and they are the ones that are inter-
esting in practice: computation as the irrevocable discarding of infor-
mation, where one can never guess one’s way back to the starting point
just because one knows the result.

But communication is not irrevocable. It is the same at both ends
of the process. You can turn it around as you please. In fact, that is
the whole point of communication: Information can be copied, trans-
ferred, moved, repeated, duplicated. Backward and forward are equi-
distant: In principle, communication can always be reversed.
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Computations cannot. Nor can the production of exformation.
Because when one discards information, one cannot go backward. One
forgets which microstates led to the known macrostate. Forgetting is
irrevocable. Communicating is revocable and reversible.

The irrevocable bit happens before and after communication, not
during it. The interesting thing about communication is not that it
moves something but that something is made movable. The interesting
thing about words is not that they can be said but that there was some-
thing that could be said.

The interesting thing about speech is not how we speak but that we
have something to say. The important thing about communication is
not what one says but what one has to say.

That is why there are many things best said by keeping one’s mouth
shut.

2 2 3 3 _I -I
4 | 6
24
Binary tree

We can try making a slightly longer calculation than the one Landauer
showed by his little fork. We can make a long sum: (2+2) X (3+3) =
24. The sketch shows a double branching. Each branching branches
again. The fork has become a small tree. With more complicated calcu-
lations we get trees with many branchings.

A tree like this is called a binary tree, because it branches by dou-
bling. Binary trees are extremely useful in many areas of modern math
and physics. Trees like these were used by Bernardo Huberman and
Tad Hogg in 1985 in their first attempts at defining and putting num-
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bers on complexity (an idea Herb Simon had suggested back in 1962).
They are included in modern information theory too, because they
explain why it is the logarithm for the number of microstates we cannot
be bothered to hear about that yields the number of bits.

Let us toss our coin again. We toss it a large number of times and
obtain a random series of binary numbers, where 0 means tails and 1
means heads: 001011101110. This binary string could be a lot of things
besides the result of tossing the coin. It could also symbolize a number
of choices made at a number of crossroads: right or left. So it is mean-
ingful to draw a tree diagram that represents the entire volume of
possibilities—the road network—and not just the route in fact chosen.
In such a tree diagram, the actual route chosen is described by the
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Tall binary tree

string of binary numbers—0 means right, 1 means left. The length of
the string shows how many choices one has made: how many times one
has had to choose.

The longer the string, the more choices one has made. But the
number of roads one could have chosen, but did not choose, grows
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much faster than the number of choices. After seven decisions, one
could have turned down 2 X 2 X 2 X 2 X 2 X 2 X 2 roads. Two times
itself seven times, or “two to the seventh.” There is an enormous
number of possible routes. Obviously it is not very interesting to be told
that “two to the seventh” means 128. It is easier to remember that seven
choices have been made. Eight choices means 256 roads, while four
means 16.

The “binary logarithm” expresses the number of choices made. The
logarithm tells us how many branches the tree has, how many levels the
tree has sprouted.

The treetop expresses all possibilities. The number of choices is
expressed by the “depth” of the treetop, the number of levels.

This is the figure information theorists are interested in: everything
that could have been said. Not just the route (which corresponds to
what was actually said) but the entire road network. The infrastructure
that is necessary for the traveler to be able to say, “Eight times I met a
fork in the road; I took route 001011101110, and here I am.”

When we transfer information, we say which route we took. We pro-
vide a brief résumé of the choices we made. We thus reveal indirectly
that there must have been a lot of roads we did not take.

We might want to summarize our information via a calculation to pay
for our purchases at a supermarket, for example. In principle, we could
state the amount for each individual item and pay separately. That
would be rather a bother, though. It is easier to add up the numbers
first.

Or we might want to communicate something to others. We have
something to tell them. Whether we do so via the telephone network or
by conversing face-to-face, our talking time is limited. So what we do is
summarize: we discard information.

The misunderstandings regarding the information concept—
Norbert Wiener and Leon Brillouin’s notion of information as order
and negentropy—probably originate from this: Certainly there is infor-
mation in disorder, but what we human beings regard as information is
what we might like to impart to one another—typically, something that
is already the result of a computation, a summary. What we call infor-
mation in everyday life is really more like exformation: In everyday
language, if something contains information, it is the result of the



The Tree of Talking 109

production of exformation, it is a summary, an abbreviation suitable
for communicaiing or guiding a transaction such as paying for our
shopping.

So when we say “information” in everyday life, we spontaneously
think of information-as-the-result-of-a-discarding-of-information. We do
not consider the fact that there is more information in an experience
than in an account of it. It is the account that we consider to be infor-
mation. But the whole basis of such an account is information that is
discarded. Only after information has been discarded can a situation
become an event people can talk about. The total situation we find our-
selves in at any given time is precisely one we cannot provide an
account of: We can give an account of it only when it has “collapsed”
into an event through the discarding of information. Only then can we
say “I am sitting reading” without mentioning everything that went
before and comes afterward and is present in the room.

Similarly, the things we want to talk about are things with a certain
depth, things that have discarded information. A thing can be orga-
nized in a way we feel like talking about. So we say it contains informa-
tion. We tend to believe that it is this organization that means the thing
has information. But the fact is, a thing not structured and organized
contains more information, because it is more difficult to describe. We
just cannot be bothered to talk about it in detail, so we call it a
macrostate, such as heat, a mess, or the dishes to do.

There is far less information about the kitchen in saying that the
plates are clean and stacked in the cupboard than in saying that
they are on the counter waiting to be washed. The clean, stacked plates
are a macrostate that corresponds to very few microstates (generally
speaking, the order of the plates in the stack is all that can be varied
without provoking comments from the rest of the household), whereas
dirty dishes can be arranged in the most incredible ways. As we all
know.

But the information in a pile of dirty dishes is not very interesting.
Actually, we happily discard that information. We do so by washing.
When we have done so, the dishes are organized, which is a good thing
and one we would think involved lots of information. But the opposite
is true, and it is this conflict between the everyday concept of informa-
tion and the scientific concept that led Wiener and Brillouin astray.

Our everyday concept of information is more like the concept of
exformation than it is like Shannon’s notion of information. There is
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considerable wisdom in our everyday language: All we can be bothered
to talk about are things and situations characterized by a lack of infor-
mation—organization, order, or simplicity manifested by stability in
time. Things that contain the most information do not interest us, for
they are a mess.

If we then add the human ability to apprehend—to compress experi-
ences into briefer descriptions—it becomes obvious that what is inter-
esting is whatever can be described in very little information: An anthill
is more interesting than a heap of pine needles, but both consist of the
same thing, and the information content is greater in the latter.

Information is a measure of disorder or randomness in messages we
use to describe things not characterized by order and randomness. A
message contains information because it is unpredictable. A message is
interesting because it is about something that is, to a certain extent,
predictable.

Our everyday concept of information knows this; but it is precisely
therefore that the concept becomes so ambiguous. It is really more a
matter of exformation than of information; when we say “information,”
what we really mean is closer to exformation. But not quite.

Let us therefore try to understand communication between human
beings through a model that describes the transfer of information and
the production of exformation that takes place prior to transmission.
This may help to explain the discrepancy in our everyday notion of
information.

We combine trees and tubes in a sketch based on the standard con-
cepts of the mathematical theory of information but specially designed
to tell us something about exformation. This is a map of how people
talk to each other. Let us call it the tree of talking.

First, the person on the left has to think. She has to summarize an
experience, an emotion, or a memory. Lots of information gets dis-
carded, just as in a computation. (There is no other link to computa-
tion apart from the discarding of information—we are not saying that
the creation of exformation corresponds solely to computation.) When
her mental state is summarized through the discarding of a whole load
of information, there are some words left that can be said. They are
transferred via the tube. No discarding takes place there. At the other
end of the tube, the words are received and are unfurled to reveal their
meaning.

The movement proceeds from the left-hand treetop down to its root,
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through the forest floor and up the right-hand tree. On the left, a lot of
information is compressed via the discarding of information, the pro-
duction of exformation. Thoughts are composed into words. We can
call this incitation. On the right, the limited information in the words is
received. This is unfurled into more information. We can call this
second process excitation.

UL LU UL L L

O O

The tree of talking

A large quantity of information has been compressed via the produc-
tion of exformation into a small quantity of information that is then
transmitted. The information possesses depth because exformation has
been created along the way.18

At the other end, the information is unfolded again. The recipient
thinks about the horses she has seen in her life. She associates to expe-
riences, thoughts, memories, dreams, emotions, horses. Excitation takes
place.

A tiny amount of information has been transferred, but it has
aroused a whole gallery of horse images at the other end. Incitation,
communication, excitation. The discarding, transfer, and evocation of
information.

This model does not apply merely to speech and writing. In fact, it
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was originally inspired by a Danish musician’s description of what hap-
pens when one listens to music. In his book Ind i musikken, Peter Bas-
tian describes the way the composer converts something spiritual/
intellectual into a score that can be played by fingers on keys, leading
to sound waves that are sensed, experienced, and transformed into
music in the ears of the listener.1?

COMPOSER/MUSICIAN LISTENER
SPIRIT v v MUSIC
INSPIRATION { { TRANSCENDENCE
IDEA STRUCTURE
EMOTION EMOTION
STRUCTURE GESTALT

MATERIALIZATION PERCEIVING

SCORE
FINGERS ON KEYS :G:b — SENSING
TOOTING THE BASSOON SOUND WAVES

Musician Peter Bastian’s sketch of the way music is conveyed from the musician to the lis-
tener. The symbols are irrelevant here. Note the structural kinship with the tree of talking.

The main thing in music is not the sound waves. It is that the com-
poser/player converts a number of mental states into a pattern which
evokes the same (or different) mental states in the listener. If we want
to understand Bach or the Beatles, what we need to look at is not so
much the information that is conveyed by the notes but the exforma-
tion that led to them, and thereby the exformation the notes evoke in
the listener.

This line of thought is widespread in the study of the perception of
music. David Hargreaves, a psychologist, has developed a theory of
musical preference, described in New Scientist as follows: “The theory
has its base in information theory, but the important insight comes
from the distinction between this conception of ‘information’ and its
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psychological counterpoint. Fundamentally, the coding of physical
information contained in a musical composition, as in information
theory, predicts very little of interest, but coding the information in
‘subjective’ terms predicts quite a lot. Whether a person likes a par-
ticular piece or not depends on the information they are able to take
out of it, rather than the information that is already ‘in there.’ 720

When we listen to music, certain states are created in our minds.
They may be related to the state of the composer’s mind when he wrote
the music, but not necessarily.

Music can provide access to happy states. Not necessarily because
“they’re playing our tune”; it may simply be that this kind of music or
tune happens to put us in a good mood.

Blood pressure readings and measurements of the electrical con-
ductivity of the skin show that we really are affected by music: Studies
undertaken in the wake of Hargreaves’s theory have even demon-
strated that the same places in a score affect different people the
same way.

Listening to music is not a matter of knowing the name of the bass
player or which Italian folk song the composition is a variation of. We
do not need to know the score or the name of the vocalist’s lover in
order to enjoy the music. In fact, we need no details or knowledge at
our fingertips in order to enjoy it. But we have to know ourselves—and
have the courage to stand by what we know.

Music arouses mental states of which we may prefer not to be re-
minded, either because they are unpleasant or because we get depressed
when we think about them. Music can arouse wonderful states: It can
inspire energy, calm, eroticism, pensiveness, freedom, rebellion, sorrow,
presence, the urge to dance, pride, laughter, a feeling of belonging, and
irritation.

Music is a method of conveying emotional states from composer/
player to audience via sound.

During live performances, the transfer goes both ways. An interplay
takes place between player and audience. The emotional states evoked
in the audience affect the player (because, for example, the breathing,
postures, and facial expressions of the audience change). For rare,
glowing moments, a reverse coupling can thus take place in which the
player expresses his state of mind through the music and sparks states
in the audience related to his own state, which is thereby enhanced and
expressed with greater clarity.
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So music has its tree, just like talking. But are these trees not sheer

guesswork, based on the notion that there must be more information
present in communication than that which is communicated explicitly?

Clinical Physiology and Nuclear Medicine is the name of a department
located in the basement of the Bispebjerg Hospital, north of Copen-
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More goes on in our heads when we converse than when we merely report. This figure
shows how much blood circulates through areas in the two halves of the brain. (After
Friberg and Roland)

hagen. The name tells us that studies of human physiology—the way
the organism functions—are carried out using radioactive chemicals.
Over the last thirty years, a number of the most important details we
possess about the way the human brain functions have been discovered
there. The head of the department, Professor Niels A. Lassen, worked
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with his colleague David Ingvar, from the University Hospital at Lund,
Sweden, on developing methods for studying blood circulation in the
brain.

The foundations for their methods were laid in the United States in
the 1940s and 1950s, but it was not until the 1960s that Lassen and
Ingvar demonstrated that the way the blood circulates in the brain
could be measured in detail.?! It thereby became possible to show
which parts of the brain are active when we perform specific actions.
There are language centers, motor centers, planning centers, and
hearing centers in the brain.

The existence of such centers had been known for over a century,
primarily from studies of war casualties who had suffered partial brain
damage. But the new methods for studying blood circulation made it
possible to explore cerebral activity in far more everyday contexts. For
example, there are major differences between simply talking and con-
versing. There are differences in blood flow in the brains of people
merely describing their living rooms and people conversing (about, for
example, how they spend Christmas).

Of course, we cannot see the individual thoughts, but we can see
whether somebody is conversing or merely talking. Similarly, moni-
toring reveals whether a person thinks before he speaks: There are dif-
ferences in the activity pattern when a person merely repeats a word
given to him by the experimenter (chair, table) and when he is
required to think before he speaks because of the association he may
have to make to a given word (sit, eat).

In 1985, Lars Friberg and Per Roland, both pupils of Lassen and
Ingvar, published a study of blood circulation during thought.?2 There
are very big differences in the blood flow pattern during mental arith-
metic, rhyme repetition, and visual memory operations, three different
types of thinking.

For mental arithmetic, the test subjects had to subtract 3 from 50
and continue subtracting 3 from the result. For rhyme repetition, they
had to omit alternate words in the nonsense rhyme “okker-gokker-
gummi-klokker-erle-perle-pif-paf-puf,” the Danish equivalent of “eeny,
meeny, miney, mo.” In the visual memory exercise, the subjects had to
imagine that they stepped out of their front doors and alternated
between turning right and turning left at every corner.

After they had performed one of these tests for a minute, the scien-
tists noted where the blood flow was particularly pronounced. It turned
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Mental arithmetic, rhyming, and visualizing a walk lead to very different patterns of
activity in the brain: One can see what people are thinking about. This figure shows
blood circulation in the two brain hemispheres. (After Friberg and Roland)

out that there were major differences between the three types of
thought. The last of the three is by far the most demanding, and
indeed it demanded the most blood.

The amounts of blood concerned are not insignificant. Cerebral
blood flow is increased more by thought than by tasks consisting of sen-
sual perception or movement (although the blood flow in the body is
of course increased during movement). In a study of how much cere-
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bral metabolism increases during mental activity, Roland and his col-
leagues demonstrated that the oxygen metabolism of the brain (which
is closely related to blood flow) could be increased by ten percent by
thought.23

That is a very high percentage, because the brain already appropri-
ates a large proportion of the body’s overall resources: a fifth of its
entire energy consumption.

No wonder we so often feel like a snack when we start pondering
over a really tricky problem!

Lars Friberg has shown that there are major blood flow differences
when people listen to tapes of spoken Danish played forward and back-
ward. When the tape is played forward, the listening and language cen-
ters are activated along with other relevant centers in order to
understand the message in what is being said. But when the tape is
played backward, the entire brain is activated!24

It is harder to understand a tape being played backward than one
being played forward—indeed, we cannot understand the former. So
the brain draws on much more energy in order to digest a backward
tape. Because when the tape is played forward, we simply hear words
understood in a particular context. The code is clear. Backward, and all
you get is nonsense, very difficult to make any sense of.

But how does this relate to information theory? Surely the number
of bits is the same whether you play the tape backward or forward?
Well, that depends on who is listening.

If the listener understands the tape when it is played forward, he
experiences only the bits the language is code for. That is far fewer bits
than the total number present in the aural image.

But if he does not understand the tape, the number of bits is the
same whether it is played backward or forward, because there are an
equal number of differences in the aural image.

If you know that the tape is intelligible when it is played forward,
there are fewer bits on the tape when it is played forward than when it
is played backward. Knowing that the language on the tape is Danish
means that there are fewer surprises in the aural image—Iless informa-
tion. That is, if you happen to speak Danish.

More brainwork is required to digest the enormous quantities of
information in a sound recording that yields no meaning than for
a sound recording with meaning. There is more information in ex-
periencing a mess than in experiencing order. Not because all the
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messy bits are not present in the clear message, but because the brain
knows very well that it does not need to relate to all the messy bits
when it hears ordinary speech. It has to relate to the words, and noth-
ing else.

When we hear a message and in the everyday sense of the word per-
ceive it as information, what this really proves is that there is not so
much information present in the message as there might be: The pipe
or channel we listen through contains far more details than we per-
ceive when we perceive the message. But we ignore these details,
because we know that what we have is a message and not some kind of
cryptic code where we don’t know what anything means.

The everyday notion of information is actually about discarded infor-
mation: In everyday life we perceive messages as being rich in informa-
tion because we do not need to note all the details, all the physical
information, but can make do with a handful of differences.

The tape played backward, on the other hand, is not perceived as
being rich in information in the everyday sense: It is just a collection of
sound differences that has not been structured through the discarding
of information. We perceive it not as information (even though in the
physical sense there is stacks of it) but as a mess. Mess is so rich in struc-
ture as to appear structureless.

Our everyday notion of information bears upon the question “Is
there a macrostate that will allow us to ignore a whole bunch of micro-
states?” If so, we understand the message we receive and do not need to
expend so much brainpower digesting it. Less blood flow is required.

The concept of understandingis thereby linked to an objective physio-
logical process. Lars Friberg and his colleagues have invented a method
that, through the study of blood flow patterns, can decide objectively
whether people understand Danish! Or, if you prefer, Navajo.

At a conference on blood flow studies in Copenhagen in 1990, many
of the veterans of these studies discussed how this metabolic activity was
to be understood. What actually causes the blood to flow to an area of
the brain where something is going on?

Louis Sokoloff from the U.S. National Institute of Mental Health, a
pioneer in the field, summarized that it is not the function of the nerve
cell itself that sparks metabolic activity and thus a need for blood. It is
the nerve cell’s work in preparing for the next task that requires me-
tabolism. That is to say, it is not the function the cell is performing that
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demands blood—it is preparation for the next task: being relieved of its
waste products.

“The metabolic activation appears, therefore, to be associated not
directly with the functional activity but with the recovery from the con-
sequences of that activity,” he explained.?

Just as the real problem for Maxwell’s demon is not how to acquire
knowledge of the whereabouts of the molecules but how to get rid of
all that knowledge again.

Blood flow is actually a measure of all the information that has been
discarded during a process. It is the necessary metabolism required to
allow the nerve cell to forget what it just did.

Studies of cerebral energy metabolism are studies of the work the brain
does. It is very important to realize that even internal mental activity,
such as recalling the way a room is furnished, is a genuine physical and
physiological activity, with clear links to perfectly tangible factors.
Thought is a material event in the body that is in every way reminiscent
of corporal activities such as movement.

There is no reason to consider thought as being different from the
rest of what the body does. Thought requires calories just like tennis.
So it is perfectly sensible to say there is a kind of tree in our heads when
we are talking; we can measure and prove that something goes on in
the heads of people who are talking to each other.

Perhaps the exformation concept is far less well defined than that of
information; perhaps many years will pass before we can measure
exformation. But it is very obvious that there are measurable physio-
logical phenomena that involve the same states as those we refer to
when we talk about a big tree or a small one (a lot or just a little exfor-
mation) behind a message.

There is meaning in talking about how much one has thought
before one speaks. Concrete, physiological meaning. The time factor is
still very poor in studies of blood flow in the brain, even though a range
of methods have evolved. It is difficult to measure precisely events less
than a minute long using these methods, so it is still difficult to study
conversations and the thought process in detail. But in due course
there can be no doubt that methods like these will assume the same
high resolution in time as they currently enjoy in spatial terms, and it
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will thus become possible to study when and where the blood flows
through the brain when we think, talk, and troll.

Yet although there is good physiological sense in maintaining that we
must think before we can speak, that does not answer the question as to
how we ever learn to talk in the first place. Where does it come from,
this ability to reconstruct information not actually present in the infor-
mation we receive?

Children learn to talk—and to understand. It takes a few years, and
nobody has any idea how they do it. But we have all done it. We have
learned to understand what a horse is. We have learned to listen to sto-
ries about horses and to be able to picture what they are about.

Fairy tales are a good example. Children love having stories read to
them. They love hearing them again and again. While the grown-ups sit
with them, reading.

Children love hearing the same stories over and over again because
they are practicing understanding. Along with the grown-up they are
learning the noble art of associating. Of guessing at the mental state of
the author, packed with horses as it was, when he wrote the words.

It takes years of training to learn the peculiar maneuvers shown in
the sketch of the “tree of talking.”

A tree shows how the narrator compresses a lot of information into
very little information. It passes downward on the left-hand side. Much
information becomes little information. Exformation is generated.
Then the little amount of information is transferred through the hori-
zontal “pipe” and is received unchanged. The next problem is how to
associate outward and up the tree, and obtain all the associations
needed to picture the princess and the prince on the white horse.

Association tracks are laid down, patterns of recognition, which the
child loves practicing again and again.

But how can this be possible? How can the child guess its way to more
information than that present in the narrative? How can a tiny bit of
information set off an avalanche of the stuff? How can exformation in
the sender become the recollection of old information by the receiver?
Information (from previous experiences of horses) not present in the
receiver’s consciousness here and now but which is then recalled?

How can information previously discarded from the consciousness
during association to an idea be excited again so that the narrator’s
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exformation provokes memories of previously discarded information
in the receiver? How can one couple the sender’s information to
recalled, excited exformation in the receiver?

The only real answer is “go ask the kids.” They are the only people
capable of carrying out the unfathomable process of acquiring this
ability. But we have all done so. We were all kids once. So even if we
have forgotten how we acquired it, just as we have forgotten how we
learned to ride a bike (but not how to ride one!), perhaps we can
reconstruct part of what must have happened.

At any rate, we can say this much: There must have been more infor-
mation present during the process than that in the words that were
actually spoken. Otherwise we would never have been able to guess
what we were meant to think about upon hearing words. After all, we
surely cannot produce information in our heads just because we hear a
word we have never heard before—such as “erecacoexecohonerenit”—
can we?26

But children do learn. There must be something else present, some-
thing more than just the text, when it is read aloud. And indeed there
is: a grown-up.

Little children can learn from grown-ups. Over and over.

There must, then, be something else present, something more than
just words, in a context that can teach a child to speak. More than mere
verbal information.

This leads to the question: Are there channels between the trees
other than the oral one, and if so, how much information do they con-
tain; is a conversation really only a stage setting for a far greater, far
more real drama? Is talking the smallest part of conversation?

If this is so, we must prepare to face another unpleasant question:
When we talk to one another, the talking is what we are aware of. It fills
our consciousness. But if most of a conversation takes place beyond the
talking, and the rest takes place in our heads, why are we not aware of
it? How do our thoughts get sorted out before they emerge as speech?
Is there a demon for sorting information?

Is consciousness only the tip of a mental iceberg? Is consciousness
just as heartrendingly meager, and in all its selfimportance just as help-
lessly comical, as information?

The answers must lie in the bits.
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NEWSPAPER PRODUCTION

In every journalist’s office, newspapers pile up: foreign papers, com-
petitors, trade papers. Piles of them. Every single journalist reads stacks
of newspapers every day. Or should do so but does not always get
around to it, because information also has to be gleaned from other
sources: meetings, phone calls, interviews, wire services.

Many articles from the other newspapers are condensed into one
article for tomorrow’s edition of the journalist’s own newspaper.
Oceans of information pass through his head but are rejected en route
before he writes his own article.

An editorial team converts piles of newspapers into one newspaper.
Mountains of printed matter are discarded in order to create one more
for the pile, one that now contains enormous amounts of exformation,
a wealth of discarded information. All this exformation is represented
in the information in tomorrow’s paper.

When the first copy of today’s paper has been written and laid out, it
is photographed so that the plates can be prepared. Then thousands of
identical copies are printed from the plates. Information multiplied.
Exformation expressed in information that can be copied.

The work of the journalist does not concern the number of copies
printed. His work concerns only the number of other newspapers dis-
carded along the way.

One copy of each of many different newspapers is condensed into
many copies of one newspaper—that is what newspaper publishing is
all about. But sometimes it is not true. Sometimes the journalist has not
read the other newspapers. He has been lazy and guessed at what hap-
pened in Sri Lanka; he has read just a single paper. No need to check
the story. His article will still run to the same number of column inches.
His newspaper will be printed in just as many copies.

It is easy to see how much information a newspaper contains. One
can simply count the letters. It is hard to see how much exformation
is present. Terribly hard. But if one follows the newspaper over a
period—and perhaps even reads other newspapers at the same time—
one can begin to assess whether all the foreign newspapers the journal-
ists discarded were actually read before they discarded them.

Information is visible. Exformation becomes visible only in a context:
It is hard to measure complexity.
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Roap SieN

A bend is approaching. The sign shows that in a moment the road
will swing sharply to the left. It would be wise to slow down. Useful
information which reflects the fact that an accident has occurred here:
Last year a businessman ended up in a shopkeeper’s garden because
the road was too slippery for him to steer around the bend. A chicken
was run over. But we do not wish to know all that; we simply assume
that the easily digested information provided by the sign refers to a
mass of information that is not present. We would not be able to take it
in as we sped past, anyway. But we perceive the sign.

The figure on the sign is a map of the bend—highly stylized. Practi-
cally all that is left of the bend is that it bends. But that is enough in this
context.

The road sign tells us very clearly that the person who had the sign
put up knows a lot more about the bend than the sign reveals. There
has been knowledge: This is announced by the fact that it is an autho-
rized road sign. The sign tells us explicitly that it has come into exis-
tence during the conversion of information that is no longer present.
That is what makes it a sign and not just a sheet of metal covered in
paint.



CHAPTER 6

THE BANDWIDTH OF
CONSCIOUSNESS

Of the thirty-four chapters in Human Physiology, Springer-Verlag’s 825-
page textbook for medical students, there is one whose final four and a
half lines are set in italic type. It is unusual for such heavyweight text-
books to finish off a review of technical matters with a conclusion
emphasized so markedly. Nevertheless, Professor Manfred Zimmer-
mann, from the institute of physiology at Heidelberg University, did so
in his chapter “The Nervous System in the Context of Information
Theory.” Not without reason; for the conclusion contains a fact that has
been known for almost forty years, yet remains relatively unnoticed,
even though it constitutes one of the most important testimonies we
have about what it means to be human. Zimmermann writes:

“What we perceive at any moment, therefore, is limited to an extremely small
compartment in the stream of information about our surroundings flowing in
from the sense organs.”

In another textbook, Professor Zimmermann concludes a chapter
on the same topic with the following words, this time not in italics:

“We can therefore conclude that the maximal information flow of
the process of conscious sensory perception is about 40 bits/s[ec]—
many orders of magnitude below that taken in by receptors [nerve end-
ings]. Our perception, then, would appear to be limited to a minute
part of the abundance of information available as sensory input.”?

An astonishing number of textbooks in physiology and neuro-
psychology fail to mention this. Not because Zimmermann'’s analysis is
original; it most definitely is not. It simply repeats a conclusion that was
reached at the end of the 1950s and has been repeated sporadically in
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the literature of medical, psychological, and information theory ever
since, though without making much of a mark either on physiology
and neuropsychology or on our culture as a whole.

The fact is that every single second, millions of bits of information
flood in through our senses. But our consciousness processes only
perhaps forty bits a second—at most. Millions and millions of bits are
condensed to a conscious experience that contains practically no infor-
mation at all. Every single second, every one of us discards millions of
bits in order to arrive at the special state known as consciousness. But in
itself, consciousness has very little to do with information. Conscious-
ness involves information that is not present; information that has dis-
appeared along the way.

Consciousness is not about information but about its opposite:
order. Consciousness is not a complex phenomenon; it is what con-
sciousness is about that is complex.

It is presumably this fact that is the reason many scientists over the
decades have tended to perceive information as something involving
order and organization. Because consciousness is about an experience
of order and organization. But consciousness is a state that does not
process much information—consciously. Consciousness consists of
information no more than a person who consumes large amounts of
food can be said to consist of food. Consciousness is nourished by infor-
mation the same way the body is nourished by food. But human beings
do not consist of hot dogs; they consist of hot dogs that have been
eaten. Consciousness does not consist of hot dogs but consists of hot
dogs that have been apprehended. That is far less complex.

The thesis is extremely simple, at least when expressed in numbers. We
can measure how much information enters through the senses. We do
so simply by counting how many receptors each sensory organ pos-
sesses: how many visual cells the eye has, how many sensitive points the
skin has, how many taste buds the tongue has. Then we can calculate
how many nerve connections send signals to the brain, and how many
signals each connection sends a second.

The numbers are vast. The eye sends at least ten million bits to the
brain every second. The skin sends a million bits a second, the ear one
hundred thousand, our smell sensors a further one hundred thousand
bits a second, our taste buds perhaps a thousand bits a second.
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All in all, over eleven million bits a second from the world to our sen-
sory mechanisms.

But we experience far less: Consciousness processes far fewer bits.
Over the decades, scientists have measured how much information the
human consciousness can take in per second. This has been done in all
kinds of ways, one of which is by measuring how many linguistic bits we
can process when we read or listen. But language is not the only aspect
studied. The ability to see and distinguish flashes of light, sense stimuli
to the skin, tell different smells apart, and much more besides can be
used in calculating that we consciously perceive about forty bits a
second with our consciousness. A figure that may even be exaggerated.

Our sensory perception admits millions of bits a second; conscious-
ness two score. The flow of information, measured in bits per second,
is described as the bandwidth or capacity of consciousness. The band-
width of consciousness is far lower than the bandwidth of our sensory
perceptors.

In 1965, Dietrich Trincker, a German physiologist, gave a lecture on
the occasion of the three hundredth anniversary of the founding of the
University of Kiel, in which these figures are summarized in a useful
rule of thumb: A million times more bits enter our heads than con-
sciousness perceives.

“Of all the information that every second flows into our brains from
our sensory organs, only a fraction arrives in our consciousness: the
ratio of the capacity of perception to the capacity of apperception is at best a
million to one,” Trincker writes. “That is to say, only one millionth of
what our eyes see, our ears hear, and our other senses inform us about
appears in our consciousness.”

“Metaphorically,” he continues, “consciousness is like a spotlight
that emphasizes the face of one actor dramatically, while all the other
persons, props, and sets on the vast stage are lost in the deepest dark-
ness. The spotlight can move, certainly, but it takes a long time for
all the faces in the chorus to be revealed, one after the other, in the
darkness.

“It goes without saying that this newly discovered fact has the
greatest practical significance for all areas of human life,” Trincker
writes.3 He continues with a technical analysis of the background to the
insight that only “an incredibly insignificant fraction” of our sensory
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experiences and memories can pass through our consciousness at any
given moment.’

Consciousness consists of discarded information far more than informa-
tion present. There is hardly any information left in our consciousness.
Or we can put it another way: Information is not a particularly good
measure of consciousness. Information tells us no more about con-
sciousness than the number of food calories required tells us about a
ballerina’s pirouettes.

But there must be information before consciousness can arise, just as
the ballerina needs her breakfast.

It is peculiar that this fact, known so long, has gone so unnoticed.
Presumably this is because of the spontaneous feeling of indignant
huffiness that arises in our consciousness when we are made conscious
of how little we are conscious of.

Precisely because from one instant to the next consciousness can
switch from one object to another, it is not perceived as limited in its
capacity. One moment you are aware of the lack of space in your shoes,
the next moment of the expanding universe. Consciousness possesses
peerless agility. But that does not change the fact that at any given
moment you are not conscious of much at all.

Right now you may be aware of the words on this page, or your pos-
ture, or the phone call you are expecting, or the room you are sitting
in, or the situation in Central Europe, or the noise in the background.
But only one thing at a time. You can switch back and forth between
events, processes, and facts that are widely disparate in time and space.
The flow of what goes through your consciousness is limited only by the
scope of your imagination. But there are limits to the volume of flow at
any given moment, even though the next moment something quite dif-
ferent may be passing through.

No matter how simple these facts may appear, they do run counter
to our intuitive perception of the capacity of consciousness as vast.

There are therefore good grounds for a thorough inspection of
the knowledge that leads to the limited capacity of consciousness; for
one thing, such an inspection leads to the conclusion that our con-
sciousness processes far less information than forty bits a second.
The correct figure is probably from one to sixteen bits a second. But
this is so contraintuitive and confusing that it will take many chapters
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to unravel all the threads: To be aware of an experience means that it has
passed.*

Close your eyes—no, not until you have read all the instructions—close
your eyes, turn your head slightly so you are not looking down at the
page. Then open your eyes for a fraction of a second, no more than a
wink, and then close your eyes again and recall what you saw. Try it!

With practice, you can get pretty good at “capturing” the image for a
moment while your consciousness “reads” it.

You can also try with your head turned in different directions. Try
again.

The point is this: When you open your eyes for an instant, you see
something. You see the lamp, for example. Or your rubber plant. Or a
pile of books. Immediately. But while your eyes are still closed, you can
also recall other things that appeared in your field of vision. Even
though you no longer “see” the image, you can direct your conscious-
ness around in it.

In other words, you see far more in that wink of an eye than you can
be immediately aware of. You need lots of seconds, lots and lots of
“moments,” in order to read the image you captured in that wink of an
eye. Consciousness cannot read the entire image while you are looking
at it. You just manage to see “lamp”—it is only when you examine the
picture in your mind’s eye that you also see “plant” and “table” and
“the other lamp.”

Consciousness works slowly. It takes time to identify the various
objects we have observed in a single glimpse. Consciousness cannot
perceive all that we see at once.

Another experiment: Close the book, with your thumb marking this
paragraph. Look at the front cover for a second or two. Note it. Look
back at this paragraph. Try it!

What were you thinking about when you did this exercise? Remove
your gaze from the book and consider what you thought about in the
couple of seconds you were looking at the front cover. Do not think
about the front cover (it could have been the plant too)—think about
what you thought about. Reconstruct your thoughts. Take your time.
Think hard!

It is true, is it not? You managed to think quite a lot in that couple of
seconds! “What is he getting at?” “Why won’t he let me read in peace?”
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“This is like dissecting a play you’ve just seen!” “I don’t like that front
cover!” “I could do with an apple right now.”

What you thought about is not what matters. The important thing is
that it took you much longer to explain to yourself what you thought
than it did to think it. ’

Consciousness is far slower than your inner mental life. More hap-
pens in your head than you know, unless you stop and think about it.

One last experiment: Close your eyes, and listen. When you’ve lis-
tened for a bit, try and hear how many sounds there are around you.
Start by identifying them by source. Try it!

There were lots of sounds—traffic, people, birds, computer moni-
tors, planes, radios, neighbors—or it was very quiet, just your own
breath.

But there were sounds, and you could hear them all the time. When
you “catch ear” (as in “catch sight”) of them, you can hear that they
have always been there. You just did not notice them. Most of the time,
far more enters your ears and your head than you realize.

These experiments are ordinary, simple self-observations. You can
come up with more like them.5 (Notice how the body senses your leg
position, the tightness of your waistband, the room temperature, the
taste in your mouth, the elevation of your eyebrows, the declension of
your lower jaw, the rounding of your shoulders, the smell in here; and
how are your feet today?) All these exercises require no more of you
than moving your attention around your body or your surroundings or
the inside of your skull.

The point of the experiments is simple: There is a lot more experi-
ence available to you than you immediately experience. You can elect
to move your attention about and thus become aware of something you
have always sensed was there. You can see the light, hear the noise,
notice your clothing, register your posture, smell the odor, or sense the
heat. If you want to. Or not, as the case may be. You can direct your
attention where you like.

There is certainly plenty of choice. Your consciousness is not iden-
tical to what your senses perceive. You sense far more than you are con-
scious of. Whether you want to or not.

So it is perhaps not so surprising that consciousness takes in far
fewer bits per second than the senses. Imagine having to think about
everything all the time! We would not be able to notice anything at all!
There is a character of unity about consciousness. We are conscious of
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one thing at a time, or we are conscious of one sensory modality at a
time—one kind of sense: hearing, seeing, feeling, or tasting.

When we are aware of an object outside ourselves, we use all our
senses at once and combine information from them all, without being
aware of the individual sensory modalities. But if we have to lsten for a
moment, we shut our other senses out of our consciousness. We close
our eyes in order to listen hard. We can direct our attention and con-
sciousness at an object or at a sensory modality: all our senses at one
thing, or one sense at everything.

But surely we can be conscious of more than just one thing at a time?

The measuring of the number of bits that flow through our conscious-
ness every second started from questions like this. It began a few years
after Claude Shannon proposed his theory of communication and
information. Wendell Garner and Harold Hake, two psychologists from
Johns Hopkins University in the United States, published a study of our
ability to distinguish stimuli—such as light or sound—measured in
bits.6 In the years that followed, a whole series of studies emerged on
how much information the human consciousness can process.

Some of the results were summarized in 1956 by the formulation of
the key concept of “the magical number seven”—a number we have
known about for ages.

In the last century, Sir William Hamilton, the Scottish philosopher,
wrote, “If you throw a handful of marbles on the floor, you will find
it difficult to view at once more than six, or seven at most, without
confusion.””

In March 1956, the psychologist George A. Miller published an
article in Psychological Review in which a large number of anecdotes and
scientific observations were summarized into an elegant presentation
entitled “The Magical Number Seven, Plus or Minus Two: Some Limits
on Our Capacity for Processing Information.” Miller began as follows:

“My problem is that I have been persecuted by an integer. For seven
years this number has followed me around, has intruded in my
most private data, and has assaulted me from the pages of our public
journals.”8

The integer Miller found everywhere was seven. Seven plus-or-minus-
two. The expression “plus-or-minus-two” is scientific jargon for a num-
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ber subject to some uncertainty: seven plus-or-minus-two means a num-
ber somewhere between five and nine.

Humans can keep seven different words, numbers, terms, sounds,
phonemes, impressions, or thoughts in their head at once. When they
really put their mind to it. )

It is not difficult to keep four different items in our head at once;
five, and it gets difficult; six ... seven ... We find ourselves in a real
mess once we get to ten.

“There seems to be some limitation built into us either by learning
or by the design of our nervous systems, a limit that keeps our channel
capacities in this general range,” Miller wrote.?

Of course, this does not mean we cannot digest more than seven
things at a time. But it does mean that if we do, we cease to understand
them as individual items and start perceiving them as an entity.

E-n-t-i-t-y. You did not read the word the way you did when you first
learned to read. You read the word “entity” as an entity. As a composite
picture. Otherwise you would not be able to misspell at all—or ignore
typos in a manuscipt. (Did you notice there was a typo before you
noticed which letter was missing?)

This phenomenon is called “chunking,” and it is necessary in order
for us to be able to read, for example—or take in a crowd. Or tell the
wood from the trees.

We do not have to go further than a handful of items before we per-
ceive them as one mass. With all the thermodynamics we have already
been through in this book, it is natural to say that seven microstates is
enough for us to prefer to make a macrostate.

Conversely, if we say “that marble”—and we know that it is one of the
seven we are thinking about—we can say how many bits the observation
contains. After all, if we can distinguish among seven marbles, it means
we have seven different states in our head at once. How many bits is
that?

The bit is the unit of measurement for information that expresses
our ability to distinguish among differences. Information is defined as
the logarithm of the number of microstates combined in a macrostate.
Since we can perceive seven objects or seven different states, let us take
the logarithm for seven. We are talking about the so-called binary loga-
rithm used in information theory, so the question we must now ask is:
“How many times does two have to be multiplied by itself to make
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seven?” Two times two is four, as we know, while two times two times
wwo is eight. So log 7 is somewhere between two and three; more pre-
cisely, it is 2.8.

Miller argued that our ability to process information is therefore
great enough for us to be able to keep 2.8 bits in our consciousness at
once. Now, that is not much!

After all, we could have had seven binary digits in our head:
0100101. That is seven bits. (But you have to practice a little before you
can keep seven binary numbers in your head at a time.) That is to say,
we can have more than 2.8 bits in our consciousness at once if we
remember seven binary digits.

Or seven letters: TIYRFIO. Each letter in the alphabet contains an
average of almost five bits, because it is one of twenty-six possible let-
ters, so seven items can easily be more than 2.8 bits. In this case, seven
times five bits, or thirty-five bits. (Strictly speaking, this is true only if
the string of letters is random, as in the above example. If we take a
normal word, the bit content is lower, because there is redundancy in
the language.)

In other words, symbols are smart. They help us remember masses of
information, even though we can keep only seven things in our minds
at once. Symbols are the Trojan horses by which we smuggle bits into
our consciousness.

“Our memories are limited by the number of units or symbols we
must master, and not by the amount of information that these symbols
represent. Thus it is helpful to organize material intelligently before we
try to memorize it,” Miller wrote.10

But there is an alternative to the intelligent organization of material:
learning parrot fashion, by rote memory. Plenty of people are able to
memorize the most impressive amounts of numbers, words, and train
times, even outside the exam season. In order, and almost without stop-
ping to breathe.

But the existence of such mnemonic techniques does not conflict
with Miller’s magical number seven. These techniques consist of form-
ing chains of units so that one unit can pull the next one behind it, and
so on. An actor can use a prompter even though the prompter does not
read the entire play for him. A key word is enough—then the chain
starts moving again.
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A combination of intelligence and learning by rote is especially
useful when you make a speech, for example. An overall structure of
what you have to remember leads down to the individual elements,
organized into a tree of ever-increasing detail. But this presupposes a
certain “temperature”—tolerance—in the details: It is far harder to
memorize a text one understands perfectly well completely by heart, so
that you do not put so much as a comma wrong, than to memorize it
sufficiently to relate it without every single word being exactly where it
was in the original.

If you have to memorize only a few overall ideas and sequences but
not every single word, you need to retain fewer units in your head. But
if every single detail has to be correct, it is harder. The larger the
number of permissible microstates consistent with the seven main
points of your speech that you can remember (and seven subheadings
you can remember when you are on each main point), the easier it will
be. It is important to have entropy in the macrostates: They must
permit many different microstates.

An outline is good if it contains macrostates with high entropy: lots
of possible microstates for each macrostate. An outline is bad, brittle, if
it can be implemented only by a single correct flow of words, because
every single transition has to be formulated correctly in order to work.

Intelligence is thus not about remembering lots of microstates at
once in sequence. Intelligence is about being able to see which
macrostates best combine all the microstates.

The trick with intelligence is not to be able to account for a load of
information but to be able to account for a load of exformation: infor-
mation deliberately discarded, compressed into notions encompassing
the vast exformation.

Such compressions of large amounts of information into a few
exformation-rich macrostates with small quantities of nominal infor-
mation are not only intelligent; they are often very beautiful; yes, even
sexy. Seeing a jumble of confused data and shreds of rote learning
compressed into a concise, clear message can be a real turn-on.

The laws of nature are examples of such compressions. Maxwell’s
equations are perhaps the most beautiful of them all.

Beauty, elegance, ease, and laid-backness are linked: Saying a lotin a
few words or signs or movements or looks or caresses—now, that is
beautiful, clear, and cathartic.

The headiness of attaining high, clear awareness is a matter of this
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simplicity of beauty: everything that is not present, but is not gone
either. Consciousness as it breathes information and exformation.

Miller’s magical seven from 1956 was the result of a combination of
many investigations carried out in the wake of Shannon’s formulation
of information theory in 1948. Now that we have the unifying concept,
we should look at just what it sums up. Lots of different kinds of dis-
tinguishing were measured in order to find out how much informa-
tion the human consciousness could process. Distinguishing between
points on a line, musical intervals, volumes, and tastes. There is no rea-
son to go into all the details, so we will summarize in a small table the
results of widely different experiments, to see how small the differences
really are:

EARLY PsYCHOPHYSICAL MEASUREMENTS OF THE
ABILITY TO DISTINGUISH!

YEAR SCIENTISTS DISTINGUISHING BETWEEN  BITS/DISTINCTION
1951 Garner & Hake Points on a scale 3,2
1952 Pollack Pitch 2,2
1953 Garner Loudness 2,1
1954 Eriksen & Hake The size of little squares 2,2
1954 McGill Points on a scale 3,0
1955 Attneave Pitch/Orchestra leader 5,5
1955 Beebe Sugar concentrations 1,0
1953 Klemmer & Frick Points on surfaces 4.4
1954  Pollack & Frick Musical pitch, dynamics 7,0

We can see Miller’s magical number seven (of which the logarithm is
2.8) in the table. Apart from the orchestra leader, people can distin-
guish only about four to eight things from each other (two to three
bits)—apart from cases where several dimensions are involved: By
finding points on a surface, one expresses more information than by
finding a point on a line. But it is also harder, so there are not twice as
many bits in the ability to distinguish. There are more bits in distin-
guishing between the pitch of notes and their volume simultaneously
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than pitch alone. This corresponds to the fact that telling marbles apart
is not the sameas distinguishing among binary numbers or letters.

But it also gets more and more difficult the more dimensions there
are that describe the states one has to distinguish between. It is really
only when we know the context that these figures mean anything:
Someone who had never heard of the Roman alphabet would probably
not distinguish between an A and an A.

Karl Steinbuch, a German engineer, points out that six letters can
form part of a word and thus not much more than ten bits (because
each letter in the language contains one-two bits); six letters may also
be six signs from the alphabet irrespective of their semantic meaning,
and if so, we would have five bits per letter for an alphabet consisting of
twenty-nine letters, such as the Danish—i.e., thirty bits in total; but one
could also read the letters as ink spots on the paper—and then, Stein-
buch calculates, one would see two hundred dots, yielding twelve hun-
dred bits for the six letters.12

But it does not take equal lengths of time to study six letters in those
different ways. There is a difference between reading the word as the
entity “entity”; reading the letters constituting it: “e-n-t makes ent, i-t-y
makes ity ...”; and, rather than reading, studying the typographical
details such as the stem thickness of the t.

So we have to combine the study of how many signs we can keep in
our heads at one time with the time factor: What we are really looking
for is the number of bits consciousness can process per second.

But this, too, was studied in the wake of Shannon’s 1948 theory.

In 1952, Edmund Hick, from the Laboratory of Applied Psychology in
Cambridge, England, undertook a study of a subject acting as a com-
munication channel. The subject looked at a number of flashing lights
and had to press one of several keys in order to indicate which lamp
was flashing. How quickly could the experimenters send information
through such a subject without his making mistakes? They found that
5.5 bits per second could be transmitted without errors resulting.

In a variation of the experiment, the subject was asked to react more
rapidly even if it meant mistakes. This resulted in more decisions per
second: The keys were pushed more frequently. But errors crept in.
Speed increased, but so did the error rate. The increase in errors bal-
anced out the time gain.
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The speed of 5.5 bits a second was constant, irrespective of whether
it occurred slowly and error-free or rapidly with errors. The 5.5 bits a
second seem to be a ceiling to the speed with which a human being can
transfer information in Hick’s experiment.!3

Many years later, Hick’s experiment received this comment: “There
is, however, a deep problem for this or any other technique for mea-
suring the bit rate for the human nervous system—for we are never
quite limited to the alternatives provided by the experimenter.” So
Richard Gregory, a prominent English experimental psychologist,
wrote in his Oxford Companion to the Mind (1987). He continued, “Thus,
the subject in Hick’s experiment (actually the editor of this Companion
to the Mind!) was not deaf, or blind, to everything except the lights to
which he was responding, so that his range of possibilities was always
greater than the experimenter knew, or could take into account.”4

Perhaps humans can process more than 5.5 bits a second, but not if
it involves something as boring as flashing lights!

Piano playing was the subject of a study carried out by an American,
Henry Quastler, and published in 1956. It turns out that the piano
player can manage about 4.5 hits a second, or twenty-two bits (there
were thirty-seven keys). “Informal estimates of the rate of information
transmitted by a good proof-reader and by a good tennis player gave
the same result, about 25 bits/sec,” Quastler wrote. His study was pre-
sented at an information theory symposium in London in September
1955. The minutes indicate that after Quastler’s paper, Benoit Mandel-
brot, the mathematician who achieved world fame decades later for his
work on fractals—mathematical objects of sublime beauty—put a ques-
tion to him: “Is there any estimate of the capacity of a human being
while searching his own memory?” Quastler’s reply: “We tried [such] a
study using as data performances in a quiz programme where subjects
had to name a tune as fast as they could. They processed about 3
bits/sec, counting from the moment the music started to play.”15

“I have read a good deal more about information theory and psy-
chology than I can or care to remember,” wrote the Bell Labs engineer
John R. Pierce in his book Symbols, Signals and Noise.16

John Pierce does not like the extensive literature attempting to mea-
sure bit rates. But after summarizing the measurements of Hick and
others, he presents his own ideas on the issue. By really squeezing the
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guinea pigs till they squeak, in a series of studies undertaken with J. E.
Karlin in 1957, Pierce ends up on forty-four bits a second. But he needs
letters to do so.

“These experiments gave the highest information rate which has
been demonstrated,”!? Pierce writes, but he is not satisfied. “What, we
may ask, limits the rate?”

To the communications engineer, these results are very disturbing.
A TV channel can transmit four million bits a second. A telephone four
thousand. John Pierce and his employer make their living by selling
people telephone systems capable of transmitting thousands of bits a
second, but the human consciousness cannot perceive more than 40
bits/sec!

Are we using a sledgehammer to crack nuts when we put up our tele-
phone poles?

“Now, both Miller’s 7 plus-or-minus-2 rule and the reading rate
experiments have embarrassing implications,” writes Pierce. “If a man
can transmit only about 40 bits of information per second, as the
reading rate experiments indicate, can we transmit TV or voice of satis-
factory quality using only 40 bits per second?

“I believe the answer to be no. What is wrong? What is wrong is that
we have measured what gets out of the human being, not what goes
in. Perhaps a human being can in some cases only notice 40 bits a
second worth of information, but he has a choice as to what he notices.
He might, for instance, notice the girl or he might notice the dress.
Perhaps he notices more, but it gets away from him before he can
describe it.”18

The telephone engineer is forced to realize that there is more to
man than consciousness is aware of; otherwise there would be no
reason to make such high-quality telephones. The human conscious-
ness can express the experience of only very few bits a second. But that
is not to say we do not experience more than that. Consciousness is a
measure of but a very small portion of what our senses perceive.

In the late 1950s and early 1960s, Karl Kipfmuiiller, a professor at the
technical university in Darmstadt, made a number of reviews of how
much information goes in and out of people. His measurements
of what goes in lie between 10 million and 100 million bits/sec, while
what goes out through consciousness is far lower.
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Based on the studies mentioned above and estimates from German

scientists, Kiipfmuller arrived at the following table of what conscious-
ness can handle:

CoNscious PROCESSING OF INFORMATION1®

ACTIVITY BITS/SEC

Silent reading 45
Reading aloud 30
Proofreading 18
Typewriting 16
Piano playing 23
Multiplying and adding two

numbers 12
Counting objects 3

Kupfmoiller’s figures correspond to the use of normal speech. People
making radio programs use as a rule of thumb that it takes 2.5 minutes
to read a page aloud. A page contains forty lines, each sixty characters
long. That is 2,400 characters in 150 seconds, or an average of sixteen a
second. On average, a character contains two bits, so that is 32 bits/sec.
Reading aloud entails more than just characters, so if we round up the
number of bits to account for rhythm, intonation, pitch, etc., we arrive
at a figure like Pierce’s 40 bits/sec. Always supposing that it is mean-
ingful to measure the flow of information according to its letters.

Karl Kipfmiuller sums up the numbers: “All the instances in the
human organism that take part in processing messages seem to be
designed to the upper limit of 50 bits/sec.”20

It is remarkable that roughly the same number of bits can go in and
get out of the system: Whether we are reading or writing, the band-
width of language is about the same.

Simultaneously with Kipfmiller, Professor Helmuth Frank, from the
Institute of Cybernetics at the Padagogischen Hochschule, Berlin, also
published studies of the capacity of consciousness.
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Frank based his work on a more theoretical point of view and arrived
at a slightly lower figure, sixteen bits a second. The major difference
between the two Germans was that Kiapfmuller collected empirical
data, while Frank used the idea that “the maximal central information
flow” should be regarded as a general property expressed through the
various skills. Frank’s image is of a fixed capacity of consciousness,
which finds expression in the skills that can be measured by various psy-
chophysical methods.

Helmuth Frank has very elegant arguments in favor of a capacity or
bandwidth of consciousness of 16 bits/sec: He operates with a subjec-
tive time quantum, or SZQ (subjektives Zeitquant), which denotes a psy-
chological moment. It is the smallest space of time we can experience: the
temporal resolution ability in human perception.

Frank points out that the human ear picks up pulses of sound that
arrive at a frequency of under sixteen a second as ... pulses. But if
there are more than sixteen a second, the ear hears something com-
pletely different: a continuous tone. The same goes for images: If fewer
than sixteen frames a second flicker past the eye, we see flickering
images; when more than sixteen—eighteen frames are presented each
second, we see not flickering but moving images.2! There are twenty-
four frames in a second of film, twenty-five or thirty in TV.

Against the background of observations like these and many others,
Frank considers he can define an SZQ with a duration of exactly one-
sixteenth of a second. In other words, we experience sixteen SZQs a
second when our mental functions are at their peak in late adoles-
cence. With age, the moments grow longer, and there are fewer of
them per second.

The duration of an SZQ also varies from organism to organism: A
snail is said to have an SZQ of a quarter of a second.2?

The capacity of consciousness is thus established in simple fashion:
One can process exactly one bit per SZQ. So a person at his true prime
has a bandwidth of 16 bits/sec.23

Frank’s views have been further developed by his pupil Siegfried Lehrl
and are being applied today in research into intelligence as linked to
concepts like reaction time and mental agility. For decades, besides
Lehrl, two of the most controversial personalities in the debate linking
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intelligence to genetics and surroundings have been trying to couple
the notion of intelligence to reaction time: H. J. Eysenck from London
and Arthur Jensen from California.24

In 1985, Siegfried Lehrl, from the Psychiatric University Clinic in
Erlangen, and Bernd Fischer, from Baden, listed the differences be-
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The bandwidth of consciousness compared to age. The bandwidth peaks in late adoles-
cence, where we experience 16 SZQ (subjective time quanta) per second. (After Frank and
Riedel)

tween the views we find in Kipfmiller and Frank, with the excitable
criticism characteristic of closely related academic traditions. Since
they’re pupils of Frank, there is little doubt as to whose side they are
on, even though the title of their article in Humankybernetik restricts
itself to raising the question “The Maximal Central Information Flow
According to Kipfmiller or Frank: Is It 50 Bit/s or 16 Bit/s?” But
as early as the subtitle of the article, we see the temperament that



The Bandwidth of Consciousness 141

one often encounters in academic debate: “On the Use and Harm of
Kiupfmiiller’s Assessments for the Spreading of Information Psy-
chology.” The two scientists conclude, “The tragedy of Kipfmdiiller’s
publication consists in its initial positive effect on psychologists because
their interests were drawn to the fact that cognitive variables are quan-
tifiable by information theoretical methods. On the other hand, how-
ever, it implicitly presented arguments against the generality of
bandwidth of information flow. By this the use of the conception has
been made dubious. Thus Kipfmiiller probably has contributed con-
siderably to the later decreasing interest of psychologists in informa-
tion psychology.”®

Research into this matter practically came to a halt. Neither the
British nor the American analyses from the 1950s or Kiipfmuller’s and
Frank’s analyses from the early 1960s were followed up. In a 1969 sum-
mary, E. R. F. W. Crossman, a British psychologist, wrote, “These proce-
dures were exploited energetically in the decade after Shannon’s work
first attracted notice. However, once the main areas had been mapped
out the impetus seems to have subsided.”26

Very few studies of any significance have been published since the
early 1960s. Considering the importance of the profoundly shocking
insights these studies revealed, it is a mystery why the field has been
allowed to die out.

This is hardly something for which we can reproach Kiupfmiiller or
other individual researchers in the field. But it is a mystery worth
keeping an eye on. We will be returning to it in the next chapter.

But there are good grounds for believing that many assessments of
the capacity of consciousness actually put the figure too high: Skills are
measured that process information, but not in a conscious fashion. A
typesetter can set a passage of text flawlessly, even if he has no idea
what it is about. One can play the piano without being aware of what
one is doing. Indeed, there are many skills that we best exercise when
we do not think about what we are doing.

In August 1975, three Cornell University psychologists, Elizabeth Spelke,
William Hirst, and Ulric Neisser, presented a study to the American
Psychological Association. Two young adults, Diane and John, recruited
via the student job exchange, had had to read short stories while taking
dictation—that is, they had to simultaneously read a text and write
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down words that were dictated to them. Initially they were not very
good at it, but after a few weeks of practice the picture was quite dif-
ferent. “Diane and John appear able to copy words, detect relations
among words, and categorize words for meaning, while reading as
effectively and as rapidly as they can read alone. What accounts for
their surprising abilities?” Spelke, Hirst, and Neisser asked.2?

The explanation is that many fairly advanced activities can be carried
out “automatically’—i.e., without summoning awareness. But a learn-
ing period is required. We can render our skills automatic, but we have
to practice first. Or as Spelke, Hirst, and Neisser wrote, “People’s ability
to develop skills in specialized situations is so great that it may never be
possible to define general limits on cognitive capacity.”28

When you have acquired a skill to the degree that it has become
automatic, you can process very large quantities of information in a
nontrivial way without your consciousness being involved. This is some-
thing familiar to most of us from everyday life—driving in traffic, for
example.

This goes to show that we must be careful not to overestimate the
quantity of information processed when we study the capacity of con-
sciousness. Just because an automatic skill means grappling with large
quantities of information in a meaningful way, this does not mean the
information has been present in our consciousness.

Many of the measurements of the capacity of consciousness come
from activities that are acquired skills performed partly automatically
and from the recognition of patterns in pictures of letters and num-
bers. So lots of bits creep into the behavior of the subjects even though
they are not present in consciousness.

Studies of consciousness therefore overestimate the abilities of con-
sciousness if they fail to take account of such Trojan horses, where bits
are smuggled through the person without being discovered by his con-
sciousness. So the figure for the capacity of consciousness is presum-
ably far lower than 40 bits/sec. A better figure would be 16 bits/sec, but
this may also be exaggerated. In reality, the normal capacity of con-
sciousness may be only a few bits a second.

But it really does not matter. What matters is that we admit far more
bits to our heads than we ever become conscious of.

Richard Jung, a prominent German neuropsychologist, from Frei-
burg University, summed up the lessons from Frank, Kiipfmiiller, and
others as follows: “All these numbers are approximations. . . . Although
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the authors differ in one or two log units they all agree about the
reduced information of consciousness.”?

We can apply Manfred Zimmermann’s summary of the figures from
his textbook Human Physiology:

INFORMATION FLOW IN SENSORY SYSTEMS AND
CoNsclous PERCEPTIONS30

SENSORY SYSTEM TOTAL BANDWIDTH CONSCIOUS BANDWIDTH
(BITS/S) (BITS/S)
Eyes 10,000,000 40
Ears 100,000 30
Skin 1,000,000 5
Taste 1,000 1
Smell 100,000 1

A pretty powerful computer is required: Every single second, many mil-
lions of bits have to be compressed into a handful. This allows us to be
conscious of what is going on around us without necessarily being dis-
tracted by it if it is not important.

But how big does the computer actually have to be in order to
undertake the enormous discarding of information that ends in a con-
scious experience? It must necessarily be able to process more informa-
tion than just the eleven million bits we take in through our senses.
After all, it has to do the bodily housekeeping too—and create all the
weird and wonderful images and ideas we have inside us. Measure-
ments of the channel capacity of the brain are harder to undertake
experimentally, but we can estimate the magnitude.

Karl Kiipfmuiller arrives at a figure of ten billion bits a second, or far
more than we take in from our surroundings. He calculates the
number of nerve cells at ten billion, each of which can process one bit
per second. His figures are very conservative: There are more like a
hundred billion nerve cells, each equipped with an average of ten thou-
sand connections to other nerve cells and thus able to handle more
than one bit/sec. But no matter how high the precise figure, these fig-
ures really are what you could call astronomical. There are maybe a
hundred billion stars in the Milky Way—and for each of them we have
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a nerve cell in our head. The number of connections is beyond com-
prehension: a million billion links between these hundred billion cells.

From this massive array we receive a conscious experience con-
taining maybe ten—thirty bits a second!

From the brain’s point of view, just as much goes in as comes out again:
There are roughly as many nerve connections from the sensory organs
as there are nerve connections to the motion organs. Kiipfmiiller puts
the figures at three million nerve connections sending information to
the brain (from the senses and the body), while one million go the
other way. They all end up in motion aimed at ensuring quality of life,
including survival.

If we try to measure how many bits there are in what people express
to their surroundings, we get a number lower than 50 bits/sec. The
value of what we do is greater, but seen from the point of view of
human consciousness, we cannot talk, dance, or shout our way to more
than 50 bits/sec.

An overall picture of the information flow through us, drawn by
Kupfmiiller in 1971, looks like this:3!

The remarkable thing is that the brain receives an enormous
amount of information at a high bandwidth but is nevertheless able to
process far more information than it receives. It then releases another
quantity of information to the rest of the body, of roughly the same size
as the amount it takes in. Fair enough. But our consciousness does not
get told much at all about what is going on!

These figures express a number of fairly mundane everyday experi-
ences in a way which may seem pretty disturbing:

Most of what we experience, we can never tell each other about: We experi-
ence millions of bits a second but can tell each other about only a few
dozen.

Even if we talked nonstop (which some of us tend to do), we could
not recount very much of what our senses actually take in.

But we can recount everything we are conscious of. All we can do is
hope it is the most important bit.

As far as our conscious linguistic togetherness is concerned, we are
all in a state of radical solitude. But all of us are in the same boat; we
are not alone in our solitude. This solitude is a condition that applies to
us all, and one we can talk about. We share a heartrending silence—we
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can share the experience that through language we are unable to share
most of what we experience.

The tree of talking is an attempt to express these relationships. We
can now quantify what happens when we talk. Our actual conversation
takes place at a very low bit rate, but the mental and sensory processes
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Kiipfmiiller’s diagram of the information flow through a human being: from the senses
through the brain (and consciousness) to the motor apparatus. The thick line shows how
many million bits from the senses are sent via nerve connections to the brain, which has a
very high bandwidth. From the brain the information is sent to the body, which manages
about the same amount of information as the senses receive. The thin line shows how con-
sciousness processes only a very little proportion of this information.

we are talking about take place at a far, far higher rate. In some way or
other, we can summarize, map, or compress all these experiences in
our speech—a compression that is already necessary for consciousness
to exist at all.

A child having a story read to her does not make use solely of her lin-
guistic channel. Words and their pronunciation are not all that enter
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her brain. She also experiences her parent’s whole body and its expres-
sion: smells, sights, and sounds that tell her how her parent is experi-
encing the story. There is a vast amount of nonverbal communication
present.

The body reveals a great deal that the words do not necessarily
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The tree of talking with bandwidth in bits per second. The numbers are estimated. When
the horizontal axis measures space, it shows conversation. When it measures time, it shows
recollection.

express. Thus the child can learn what tension is, whose side to be on,
that there are good guys and bad guys, rescuers and jailers.

Children love repetition. Not because they think there is much infor-
mation in a story; after all, there is not. There is far less information in
a children’s book, measured in letters, than in a book for grown-ups.
Children love repetition because it allows them to relive the real drama
of the text: the excitation of information in the listener’s head. Again
and again they can i¢magine the prince, the princess, and Donald Duck.
They can think their way to what is going on in the story.

Fairy tales train attractors—meaning-magnets, notions that draw sto-
ries into them. The child learns a whole range of basic plots, learns the
significance of heroes and villains, helpers and opponents, minor roles
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and major ones, action and wisdom, tension and release. But the best
thing of all is doing so with an adult! Being able to sense the change
in his breathing when the action intensifies, the slight sweat as the
dragon breathes fire. Again and again! Information processed to exfor-
mation: the nominal value of the text processed into the parent’s inner
exformation—information about real events now discarded and for-
gotten but that nevertheless left strange traces in the mind, which are
roused when you hear the story of the bold prince.

Great storytellers like Hans Christian Andersen or Karen Blixen are
masters of knowing precisely which attractors are to be found in the
mind: at playing on precisely those inner pictures that are the most fun-
damental, archetypal, and dynamic in any mind, young or old.

They are masters at staging plots that use very small amounts of
information to make the entire register of previously produced exfor-
mation grow forth in people’s heads—in children and adults alike.
Their mastery links the story to the archetypal imaginings we have in
our heads. Such primordial pictures were first discussed by the psycho-
analyst C. J. Jung. A Danish pupil of his, Eigil Nyborg, pointed out in a
pioneering analysis of the fairy tales of Hans Christian Andersen in
1962 that “Any viable work of poetry (and work of art in general) rests
on archetypal foundations.”32

Fairy tales are not meant only for children, you see. If they were, they
would not work. For the true power of the fairy tale comes because chil-
dren and grown-ups can together experience the wonder of the narra-
tive: that a text with so little information can raise a tree of empathy in
the mind of the reader or the listener.

Children’s books only for children are not good for reading aloud.
They do not give the child the opportunity to experience the parent as
a control of what can be experienced through such a story. Having
them repeated is no fun, because they do not inspire the parent: They
do not excite anything in the adult mind. (The problem of comics like
Tintin and Donald Duck—which many adults do not enjoy reading
aloud—is presumably of another kind: There is so much information
in the illustrations that it is hard to coordinate trees.)

Similarly, adult art and adult popular art are well suited to “inspir-
ing” our mental activity. Going to the cinema with someone we want to
.get to know is a good idea. Not that the film needs to be anything spe-
cial, but because it is good to see whether you “swing together” in the
.darkened auditorium: whether trees grow in our heads capable of
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strengthening each other, whether we can sense each other’s inner
mental state and feel togetherness around an experience—wretched as
it may be—of stars on a silver screen.

The dramatic increase in our use of media may distance people and
lead to impoverishment. But it also gives us new opportunities to share
nonverbal experiences, to sense each other’s physical reactions to a
text or a movie. To perceive each other’s trees.

Stories read aloud are a matter not of words but of what words do to
people. Live concerts are not about music but about what that music
does to people. Football matches watched at the stadium are not about
football but about what football does to people.

Television isolates us during the act of experiencing. But it also cre-
ates a vast fellowship: the knowledge that millions of people are feeling
that same headiness at the very same instant. However, something
is lacking if one sits alone in front of one’s television set and never
talks to anyone about what one sees. A physical experience is lacking:
the recognition of other people. A sense that information takes on
meaning only when it is perceived by a human being.

If we combine Kapfmiiller’s graph with the tree of talking from the
previous chapter, this is what we get:
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The tree of talking incorporated into Kiipfmiiller’s diagram. Two people converse over a
low bandwidth, but each has a tree in his head. The tree grows toward the high band-
width given for the brain in Kiipfmiiller’s diagram.
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Remarkably, there may be other communications channels present,
not just that of language or the communications channel of conscious-
ness with such a low capacity. Why can we not communicate at higher
rates—through eye contact, for example? Well, we can—and that is
really what makes conversation possible at all.

The American anthropologist and cyberneticist Gregory Bateson,
the originator of the saying “Information is the difference that makes a
difference,” has also described the limited bandwidth of consciousness.
Bateson talks of a paralinguistic domain, kinesics, which involves bodily
communication: We say a great deal not said in words.

“As mammals we are familiar with, though largely unconscious of,
the habit of communicating about our relationships,” Bateson wrote in
1966 in an article on the difficulties of communicating with dolphins.
“Like other terrestrial mammals, we do most of our communicating on
this subject by means of kinesic [movement] and paralinguistic signals,
such as bodily movements, involuntary tensions of voluntary muscles,
changes of facial expression, hesitations, shifts in tempo of speech or
movement, overtones of the voice, and irregularities of expression. If
you want to know what the bark of a dog ‘means,” you look at his lips,
the hair on the back of his neck, his tail, and so on. These ‘expressive’
parts of his body tell you at what object of the environment he is
barking, and what patterns of relationship to that object he is likely to
follow in the next few seconds. Above all, you look at his sense organs;
his eyes, his ears, and his nose.”33

The problem is that in practice we humans do not wish to admit that
we are animals: We think our consciousness is identical with ourselves.
So we tend to believe that everything we say lies in the words. We take
ourselves very literally. We think information is the important part of a
conversation.

In the 1950s, Gregory Bateson’s pioneering studies of the many
levels of communication led to a series of insights, the most important
of which was the double-bind theory for schizophrenia, the group of
psychiatric disturbances where the patient experiences a loss of control
over his mental processes and will (a “split personality,” for example).
A schizophrenic often takes a statement very literally:

“If you tell a schizophrenic to ‘clear his mind’ before making a deci-
sion, for example, he may well go and stick his head under the tap,” the
psychologist Bent @lgaard writes in a book on Bateson’s communica-
tion theory, “and a schizophrenic patient is quoted as sitting on his bed
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with his feet on the floor for several days because he was afraid of losing
his grounding.”34

In the language of this book, schizophrenics have trouble with exfor-
mation. They cannot guess at the exformation implicit in a message:

They understand the message literally and take the information at its
face value.
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